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ABSTRACT: Many strongly polar molecules can form an anion by attaching an
electron to either an empty or half-filled valence-bound (VB) orbital or a so-called
dipole-bound (DB) orbital. These two families of orbitals can be very different in
their radial extent (the former are usually more compact, while the latter are quite
diffuse) and in the degree to which they are affected by surrounding solvent
molecules. In this study, the effects of hydration (representative of strong solvation)
on the DB state of a model polar species are investigated with an eye toward
determining whether this state is stabilized or even persists when a few to 100 water
molecules surround the polar molecule. It is found that in the presence of up to ca.
10—12 water molecules, the excess electron can remain in a DB orbital. However,
once there are enough water molecules to form a complete first hydration shell (or
more), the excess electron migrates into an orbital localized on the outer surface of
the water solvent cage. These findings have implications on the possible role of DB

states as doorways to facilitating electron attachment and subsequent electron transfer to VB states. It is shown that even when the
electron is bound to the surface of the surrounding solvent, the dipole potential of the solute molecule can influence where on the
surface the electron binds. It is also illustrated that using continuum dielectric methods to describe the hydration of DB states is
fraught with danger because much of the outermost electron density in such states penetrates outside the boundary of the cavity

used in these methods.

I. INTRODUCTION

For many years, it has been known and widely appreciated that
molecules possessing large dipole moments (>ca. 2.5 D) can
bind an electron via the attractive charge-dipole potential to
produce a so-called dipole-bound (DB) anion. A review of
such anionic states was provided by Jordan and Wang in
2003." Of course, neutral molecules can also bind one or more
excess electrons by attaching the electron(s) to a vacant or
half-filled valence-type bonding, antibonding, or nonbonding
orbital to form a so-called valence-bound (VB) anion. In fact,
molecules can possess both VB and DB anionic states, and in
Figure 1, we offer three examples from the recent literature of
species for which both types of states exist and have been of
considerable interest.

LI. Examples of VB and DB Orbitals. In Figure 1A, we
see the singly occupied orbitals that contain the excess electron
in the 7* VB (top) and DB (bottom) states of the uracil anion,
respectively.” In Figure 1B, we see the 7% VB (left) and DB
(right) orbitals of the thymine anion—water complex,” and in
Figure 1C, we see the DB (left) and #* VB (right) orbitals of
the Watson—Crick guanine—cytosine base—pair anion,
respectively.

The DB and VB anionic states can be very different in their
stabilities relative to the energy of the neutral molecule. In
particular, for all of the examples illustrated in Figure 1, near
the equilibrium geometry of the neutral, the DB anion’s energy
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lies below the neutral by a very small amount (e.g., a few tenths
of an electronvolt or less). At these same geometries, the VB
anion’s energy lies above that of the neutral, which means that
this state is metastable at those geometries. In contrast, near
the equilibrium geometry of the VB anion, the VB state’s
energy lies below that of the neutral as does the DB state’s
energy. Moreover, the equilibrium geometry of the DB anion is
very close to that of the neutral (because the DB orbital is
essentially nonbonding and has most of its electron density far
from the valence region), but the equilibrium geometry of the
VB anion can differ substantially from that of the neutral
(because the #* VB orbital has significant antibonding
character for the examples of Figure 1).

In Figure 2, we illustrate how the energies of the neutral and
DB and VB anion states vary along transit paths connecting the
neutral and VB anion geometries for the uracil® and GC dimer
anion cases." We emphasize two features of these slices
through the multidimensional Born—Oppenheimer electronic
energy surfaces of these species. First, as mentioned earlier, the
VB state’s energy lies above that of the neutral on the left-hand
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Figure 1. (A) Singly occupied orbitals of the valence (upper) and
dipole-bound (lower) states of the uracil anion (from ref 2). (B)
Singly occupied orbitals of valence-bound (a) and dipole-bound (b)
thymine anion—water complex (from ref 3). (C) Singly occupied
orbitals of (a) dipole-bound and (b) valence-bound Watson—Crick
GC anion (from ref 4).
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Figure 2. Cut through the energy surfaces of uracil and its two anionic
states (top plot; from ref 2). The center curve on the left is the surface
of the neutral, and the circles represent the two anionic states with the
DB state being lower on the left and higher on the right where the VB
state is lower. Cut through the energy surfaces for the Watson—Crick
GC base pair and its anion with the DB curve lying below but parallel
to the neutral and the VB curve being lowest on the right (bottom
plot; from ref 4).
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sides of these figures. This means that the evaluation of the VB
state’s energies at such geometries requires the use of
specialized techniques (i.e., basis sets and tools for determining
the lifetimes) that we will not discuss here as our main interest
is in characterizing DB states and the effects of solvation on
such states. Second, along the transit path, the energies of the
DB and VB states approach one another and undergo avoided
crossings. Not only does this mean that the DB state is the
ground state at some geometries (e.g, on the left in the
figures) while the VB state is the ground state at others (e.g.,
on the right), but it also means that there are geometries at
which the two states are coupled. This latter fact means, for
example, that an electron initially attached to the DB orbital at
a geometry near that of the neutral can smoothly transition
into the VB orbital if the DB anion’s geometrical framework
happens to access the neighborhood of the two states’” avoided
crossing.

LIl. Possibility of DB States Serving as Doorways to
Forming VB States of the Anion. The fact that DB and VB
states can approach near-degeneracy at geometries that might
be accessed under various experimental conditions has been
suggested by several workers"””>~'* as a means through which
DB could serve as doorways for accessing VB states when the
neutral species collides with a free electron or with an electron
donor having a small electron binding energy. Specifically,
because the VB state lies above and is metastable relative to the
energy of the corresponding neutral at such geometries, it is
energetically favorable to attach an electron to form a DB
anion and to then have internal vibrational motion of the
nascent anion gain access to geometries at which the DB-to-VB
electron transfer can occur. It is through such a process that
the DB state has been proposed to serve as a doorway for
forming the VB anion from the neutral molecule and a free or,
for example, an electron in a Rydberg orbital of a donor. Of
course, the efficiency of this mechanism will be governed by
the height of the energy barrier (ie., where the DB and VB
states’ energy undergo the avoided crossing) and the coupling
strength between the DB and VB states (i.e., the strength of
the avoided crossing). Although it is reasonable to expect that
DB states can provide a doorway to VB states for an isolated
polar molecule, it is not clear to what extent this possibility
persists when the polar molecule exists in condensed media or
when a few to many solvent molecules surround the polar
molecule.

LIIl. What Happens If There Are Solvent Molecules
around the Polar Solute Molecule? First, let us make it
clear what we are not trying to determine in this study. We are
not attempting to characterize the lowest-energy (or free-
energy) state of a polar molecule and an excess electron in the
presence of a few, several, or many solvent molecules. That
avenue would be appropriate to pursue if we were interested in
what happens after the excess electron had attached and the
geometries of the solute molecule and of the surrounding
solvent molecules had time to relax to a new low-energy
equilibrium.

Instead, we want to know what could happen when an
electron (free or bound to a donor anion) collides with a polar
molecule that has a few, several, or many solvent molecules
arranged around it in a structure that is low in energy for this
neutral species. It is under such environments that the
suggestion of dipole-bound states serving as doorways to the
subsequent formation of valence-bound states arises because
the doorway state is assumed to be formed before the solute
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Figure 3. Depictions of neutral trans-(H,0), Ar,, (left, top) and cis-(H,0),Ar,, (middle, top), and anionic (H,0), Ar,, (right, top) (from ref 15)
and of the evolution of a surface-bound electron into an interior-bound electron (bottom) (from ref 16).

and surrounding solvent have had time to undergo geometry
relaxation.

To illustrate these distinctions between geometrically
unrelaxed and relaxed conditions, we now offer a brief
discussion of two studies from other labs involving an electron,
a polar species, and a few to many solvent molecules. In 2004,
Tsai et al."” carried out a study of electron attachment to a
water dimer (H,0), with 1—14 Ar atoms bound to it. The
water dimer has a large enough dipole moment to bind an
electron, so it is viewed as the dipolar species, while the Ar
atoms are viewed as the (weakly solvating) solvent species.
Monte-Carlo and simulated annealing methods were used to
identify minimum-energy locations of the Ar atoms relative to
the water dimer and the water dimer anion. In Figure 3 (top),
we see six snapshot depictions of the resulting structures for
(left) the neutral trans-water dimer, (middle) the neutral cis-
water dimer, and (right) the water dimer anion, each solvated
by 3 or 14 Ar atoms. The cis-dimer has a dipole moment of
4.02 D, and the trans-isomer’s dipole moment is 2.49 D, so
both are capable of dipole binding an excess electron. It is clear
from Figure 3 that the solvent molecules are arranged very
differently in the neutral and anion cases when there are many
Ar atoms present. For Ar,,, the Ar atoms surround the neutral
water dimer, while in the anion, the Ar atoms cluster away
from the dipole-bound electron. In contrast, for Ar;, the Ar
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atoms reside in similar angular locations in both the neutral
and anionic water dimers. Thus, for (H,0),Ar; at or near the
geometry of the neutral complex, there exist water O—H bonds
extending outward that can act to form a dipole-bound anion
as seen on the right-most figure for Ar;. In contrast, for
(H,0),Ar,, at or near the geometry of the neutral complex,
there is no room for the dipole-bound orbital to form. As a
result, the 14 Ar atoms must substantially rearrange to permit
the formation of the dipole-bound state as seen on the right-
most figure for Ar;,. As will be shown later, analogous
situations arise in the systems we are studying here.

In the bottom portion of Figure 3, we show a depiction
taken from the work of Coons et al.'® of the orbital occupied
by an excess electron in the presence of many water molecules
at an air—water interface. In that work, the initial (t = 0)
solvent molecules’ positions were chosen as a snapshot taken
from an equilibrated (300 K) simulation (including periodic
boundary conditions) of neat water. At such a geometry, the
existence of O—H bonds protruding outward from the water—
air interface produces a sufficient local dipole potential to bind
an excess electron. The orbital initially occupied by the
electron in this case is shown in panel (a) and corresponds to a
dipole-bound state having an electron binding energy of 0.42
eV. As time evolves over tens of picoseconds, the molecular
dynamics simulation whose results are given in Figure 3 shows
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that the water molecules reorient and rearrange to change the
initially surface-bound electron into an interior cavity-bound
electron as seen in panels (e) and (f).

In the case of (H,0),Ar,,, the addition of an excess electron
causes the solvation environment to evolve in a manner that
allows an exterior dipole-bound state to be energetically
preferred, but this evolution would require picoseconds to take
place and thus would not occur if a free electron were to
encounter (H,0),Ar,, at the geometry of the neutral complex.
The electron—complex collision event would not endure long
enough for the 14 Ar atoms to move into the locations needed
to form a dipole-bound state.

In the second case, the addition of an excess electron causes
the solvation environment to evolve away from a surface
dipole-bound state into an interior cavity-bound state, again
over picoseconds. The formation of the initial state could occur
if a free electron were to encounter the neat water surface
shown in Figure 3a because the orbital relaxation needed to
accommodate the excess electron would have time to take
place. However, the interior-bound state existing at t = 40 ps
would not be formed directly by an electron impacting the neat
t = 0 water surface; it would have to form as described in
Figure 3 by the nascent surface-bound state undergoing
substantial solvent reorganization over tens of picoseconds.

In the present work, we want to study what happens when
an excess electron attaches to a solvated neutral polar molecule
within the very short time span (<1 ps) during which the
solvent and solute’s orbitals have sufficient time to adjust but
during which the solvent and solute’s geometries do not have
time to adjust to the presence of the excess electron. We view
this as the proper way to explore whether, within the time
frame significantly shorter than that needed for major or full
solvent rearrangement, a free electron, or one weakly bound to
a donor, would attach in a dipole-bound manner to a polar
molecule that has solvent molecules around it.

With the above explanation in mind, let us now outline the
strategy we used to probe the basic question how, if at all, will
an excess electron bind to a polar molecule if that neutral polar
molecule has a few to many water molecules around it in
locations that correspond to a low total energy of the neutral?
The polar molecule we chose to use is the Lewis base—acid
complex H;BNHj; (denoted X in the following), which has a
dipole moment of 5.356 D. To characterize the surrounding
solvent, we used (H,O)y clusters containing 10, 12, 20, 40, or
100 H,O molecules initially arranged into closed cages that
possess little to no dipole moment. These solvation environ-
ments were selected to allow us to be sure that most of the
dipole moment of the species with H;BNHj; inside the water
cage arises from the polar solute molecule. These cages are also
somewhat representative of how a polar molecule would exist
in a low-energy state in the presence of several water
molecules. In Table 1, we list the dipole moments for each

Table 1. Dipole Moments (Debyes) for Empty Water Cages
and for Cages with H;BNH; Inside

cage size empty (H,O)y cage H;BNH,(H,0)y
N=10 2.5580 6.989
N=12 0.0214 5.116
N =20 0.0350 5.265
N =40 0.0037 5.214
N =100 0.0710 5.076
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of the empty cages and for the cages with the H;BNH; inside.
These data clearly show that only the N = 10 empty cage has
an appreciable dipole moment and the dipole moments of the
H;BNH,(H,0), species are very nearly equal to the sum of
the dipole moment of the H;BNHj solute plus that of the
empty cage. The latter results mean that the presence of the
solute does not induce any significant dipole moment in the
cage’s water molecule framework.

These highly symmetrical initial water cage structures were
also allowed to undergo geometrical relaxation to better
accommodate the internal neutral solute molecule and to reach
a lower-energy state. As will be illustrated later, the hydrogen-
bond networks present in the unrelaxed (H,0)y clusters we
employ are more icelike than liquid-water-like. But, by also
examining the geometrically relaxed cages, we are able to
explore a slightly broader distribution of solvation environ-
ments, and we believe the crowding environments included in
the unrelaxed and relaxed cages are qualitatively representative
of both liquid and ice situations.

For both the initial and relaxed cages, one excess electron
was added and the orbitals of the solute and water cage
molecules were allowed to relax to accommodate the excess
electron. However, for the reasons explained earlier relating to
the nature of the electron attachment process we are studying,
further geometrical relaxation of the solute or water solvent
molecules’ geometries after the excess electron was attached
was not permitted. The singly occupied molecular orbital
(SOMO) of each such anion was then used to characterize the
nature, dipole-bound or not, of the binding of the excess
electron.

Il. METHODS

The equilibrium structure and the corresponding harmonic
vibrational frequencies of the isolated neutral H;NBH;
molecule were determined by applying the second-order
Moller—Plesset (MP2) perturbational method'’~"” with the
aug-cc-pVDZ™ basis set supplemented with a SsSp4d set of
diffuse functions centered on the nitrogen atom (since this is
the centroid of the positive end of the dipole). The extra
diffuse functions do not share exponent values, and we used
even-tempered21 five-term s, five-term p, and four-term d basis
sets. The geometric progression ratio was equal to 3.2,>* and,
for each symmetry, we started to build up the exponents of the
extra diffuse functions from the lowest exponent of the same
symmetry included in aug-cc-pVDZ basis set designed for
nitrogen. As a consequence, we achieved the lowest exponents
of 1.825 X 107* 1.672 X 107 and 2.193 X 107° au, for the s,
p, and d symmetries, respectively. We examined the lowest
eigenvalue of the atomic orbital overlap matrix to determine
that near-linear dependency was not a problem. Since we
determined that the MP2 electron binding energy for the
H,NBH,™ anion increases by less than 1 cm™ after inclusion
of an additional set of diffuse 2s2pld functions (leading to
7s7pSd diffuse set), and by less than 3 cm™" after replacing the
aug-cc-pVDZ + 5s5p4d basis with the aug-cc-pVTZ + Ss5p4d,
we are confident that our final basis set was selected to be the
aug-cc-pVDZ basis supplemented with the SsSp4d diffuse set
for the optimization of geometries, for calculating frequencies,
and for evaluating the electron binding energies (at the
Koopmans theorem™ (KT) and the MP2 levels).

The (H,0),, (H,0)15, (Hy0)50 (HyO)40 and (H,0),0
water clusters were chosen to surround the H;NBH; molecule
because (i) (H,0);, and (H,0);, seem to represent the

https://dx.doi.org/10.1021/acs.jpca.0c00360
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smallest solvation shell sufficiently large to fully encapsulate the
H;NBH; molecule and (ii) the remaining (H,O)y structures
(N = 20, 40, and 100) correspond to icosahedral (thus
exhibiting relatively high symmetry) clusters in which the first
solvation shell is stabilized by additional layers of H-bonded
water molecules. Our choice of such icosahedral water clusters
was also guided by the fact that such structures possess nearly
vanishing dipole moments and hence would not be expected to
increase the dipole-induced electron binding energy beyond
that generated by H;NBHj. Therefore, it seemed reasonable to
perform only single-point energy calculations on the (H,0)y
clusters containing H;NBH; in their centers (ie, for the
geometrically unrelaxed (i.e, with the (H,O)y clusters’
geometries unchanged) neutral X(H,0)y systems, where N
= 10, 12, 20, 40, 100).

Taking into account the substantial size of the largest system
considered (H;NBH;(H,0);o, contains 102 heavy atoms and
206 hydrogen atoms), we had to limit these cluster calculations
to the Hartree—Fock level. In these calculations, we applied
the aug-cc-pVDZ + SsSp4d basis for H;NBH, (as described in
the preceding paragraph) and the 6—31++G(d,p) basis set”**
for the N water molecules.

To prepare plots of the molecular orbitals such that their
outer contours contain 80% of the orbital’s electron density,
we employed the OpenCubMan software described and
created by Haranczyk et al.*

The lowest unoccupied molecular orbitals (LUMO) of the
neutral X(H,0)y systems and the SOMOs of their
corresponding X(H,0)y~ anions were obtained at the
X(H,0)y neutral structures by converging the self-consis-
tent-field (SCF) procedure in the absence of or with one
additional electron, respectively, keeping the neutral molecule’s
geometry frozen. The KT energy of the LUMO orbital
produces an electron affinity (EA) estimate that does not
account for relaxation of the occupied orbitals of the X(H,0)y,
whereas the KT energy of the SOMO provides an EA estimate
that does account for such orbital relaxation. These differences
are important to note because they relate to the high-frequency
dielectric response of the solute and solvent upon the addition
of the excess electron. As will be seen shortly, the LUMOs and
SOMOs of some species are very similar, but for others, they
differ significantly. For the reasons explained earlier, the kind
of electron attachment processes that we are attempting to
address would occur over time frames within which the orbitals
of the nascent anion would have time to adjust. Therefore, it is
the SOMOs and their energies that are of the most relevance
to this study.

Finally, we also examined solvent effects beyond the shells of
explicit solvent molecules included in the cages b_}r employing
the polarized continuum solvation model (PCM)*’~*’ within a
self-consistent reaction field treatment, as implemented in the
GAUSSIAN16 (Rev. C.01) package™ (the default options for
PCM and dielectric constants (&) of 2 and 78 were used). For
reasons that are explained later, we did not expect such a
continuum solvation approach to succeed, but we wanted to
use the dipole-bound species studied here to illustrate why one
should not employ such methods in cases characterized by very
diffuse electron densities.

lll. RESULTS AND DISCUSSION

liLl. DB State of the Model Solute X. We chose to
employ H;NBH; as a solute because (i) it has a large enough
dipole moment (5.356 D) to support a DB state but has no
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low-energy valence-bound anion state (thus allowing us to
focus totally on the behavior of the dipole-bound state), and
(ii) its dipole moment is large enough that its Koopmans’
theorem (KT) electron affinity (EA) is without doubt
positive® even though we know’* ™" that correlation is likely
to increase the EA value. That is, we did not have to employ
highly correlated calculations to achieve a qualitatively correct
description of the DB state of interest.

In Figure 4, we show the LUMO of the neutral H;NBH; and
the SOMO of the H;NBH;™ anion with the outermost contour

LUMO
EA“"=0.038 eV

SOMO
EA“"=0.057 eV

Figure 4. LUMO of the neutral isolated H;NBH; and the SOMO of
the isolated H;NBH;™ anion. The B atom is colored green, and the N
atom is blue.

containing 80% of the electron density (in all subsequent
orbital plots, this same 80% density will apply). Of course, in
the case of the LUMO and for all LUMOs discussed here, the
density refers to the density that would be present if the orbital
were actually occupied. The neutral molecule LUMO KT-level
EA of this species (EAXT) is 0.038 €V, the anion’s SOMO
electron detachment energy is 0.057 eV, and at a highly
correlated level,®’ the detachment energy is 0.122 eV.

The difference between the LUMO and SOMO electron
binding energies arises from the H;NBH; molecule’s orbital
relaxation present in the latter and absent in the former and is
what gives rise to the size contraction of the SOMO relative to
the LUMO.

lILI. Neutral Solute X within Various-Size Water
Cages. Focusing on what happens to the DB state when the X
species is surrounded by molecules with a high dielectric
constant, we carried out ab initio calculations in which the
solvation environment consists of a cage of N H,0O molecules
arranged in such a way that the cage itself (i.e., without the X
molecule being present) has little dipole moment of its own.
The structures of the (H,0),, and (H,0);, clusters were
retrieved from The Cambridge Cluster Database,® whereas
the remaining icosahedral structures of (H,0)y (N = 20, 40,
100) were taken from ref 36.

In Figures S and 6, we show the structures of the X(H,0)y
for N = 10, 12, 20, 40, and 100, and for each case, we show the
dipole moment vector (directed from positive to negative).
The magnitudes of the dipole moments were given earlier in
Table 1. It should be noted that the geometries of the water
molecules within the X(H,0), have not been optimized; they
are the geometries for the bare (H,0)y cages taken from the
sources cited above. The X solute molecule was simply placed
at the center of the cage in each case, with no attempt to
optimize its location.

Notice that for all five caged species, the dipole vector is
directed along the N—B bond axis as expected because the
cages have small dipole moments. Also, note that for the N =
10 and 12 cages, there appears to be one intact solvation shell,
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Lot
X(H.0),,

Figure 5. Structures of the neutral X(H,0),, X(H,0),, and
X(H,0)s.

Figure 6. Structures of the neutral X(H,0),, and X(H,0) o

while for the N = 20 cage, there are two shells, and for the N =
40 and 100 cages, there are three or more solvation shells.

As noted earlier, the H,O molecules within each cage are by
no means oriented to optimally solvate the X molecule.
Nevertheless, the cages do provide the solvent “crowding” that
we are attempting to examine in this study as well as a series of
shells of H,O molecules arranged in reasonable hydrogen-
bonded networks.
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To consider the possibility that the (H,0)y cages were too
small to accommodate the neutral X molecule in a reasonably
low-energy environment, we carried out geometry relaxation
studies on the N = 10, 12, 20, and 40 cages. The relaxed
structures of these X(H,0)y species and their dipole moment
vectors are shown in Figure 7. Comparing the original and
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Figure 7. Geometrically relaxed structures of X(H,0),,, X(H,0)1,,
X(H,0),0, and X(H,0),.

relaxed structures, we note that (i) for N = 10 and 12, the
water cages appear to undergo substantial reorganization, to
disconnect their innermost hydration layer, and to no longer
fully surround the solute molecule, while (ii) for N = 20 and
40, the hydration layers appear to remain intact and the solute
molecule remains surrounded even though the cages have
undergone substantial geometry changes, especially in their
hydrogen bonding network, as we will discuss in Section IILV.

Another thing to note about the relaxed structures is that
their dipole moment vectors are significantly different from
those of the original structures. These changes result from the
(H,0)y cages developing substantial dipole moments of their
own as their geometries are allowed to adjust to the presence
of the solute molecule. Finally, for the N = 10 and 12 relaxed
structures, the water molecules have rearranged in a manner
that leaves the NH; end of the solute molecule exposed.

lILII. Evolution of the DB (or Not!) States of the
Caged Species. In Figure 8, we display the KT LUMOs of
the unrelaxed (i.e., using the geometries in Figures S and 6)
X(H,0)y species for N = 10, 12, 20, 40, and 100 along with
the corresponding KT EA values. We do not show the SOMOs
of the corresponding X(H,0)y~ anions because, much like in
Figure 4, they are very similar to (but slightly smaller than) the
LUMOs we show. However, we do display the SOMO KT EA
values to give an idea of the extent to which the solute and
solvent orbital relaxation contributes. Recall that for all five of
these species, the dipole moment is directed along the N—B
bond axis, so any DB state resulting from the dipole potential
of X should be aligned in this direction.

In Figure 8, it is clear that for N = 10 and 12, the orbital is
localized mostly along the N—B bond direction and on the
positive H;N side of the dipole. However, for N = 20, 40, and
100, the LUMO is not localized along this direction. We
interpret this to mean that the DB state might persist for the N
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X(H,0),,
EA“'=0.035 eV
(0.046 eV) X(H,0),,
EA'=0.008 eV
(0.011 eV)

X(H.0).,
EA“'=0.215 eV
(0.313 eV)

EA“"=0.768 eV
(0.997 eV)

L X(H0).

EA“'=0.143 eV
(0.272 eV)

Figure 8. LUMOs for the neutral unrelaxed X(H,0),, X(H,0),,
X(H,0),0 X(H,0),, and X(H,0);oo and the corresponding KT EAs
(in electronvolts). For comparison, the SOMO-derived EAs are given
in parentheses.

= 10 and 12 cage species but is not present for the N = 20, 40,
and 100 cage species. In the latter cases, the LUMO consists of
an orbital localized and bound on the periphery of the (H,0)y
cage. This interpretation is also supported by the KT EAs
shown in Figure 8; those for the N = 10 and 12 cages are close
to that of the bare X solute (0.038 eV), whereas those for N =
20, 40, and 100 are considerably larger.

We also note that for the three larger cage systems, where X
is surrounded by two or more solvent shells, the LUMO’s
primary density is separated from the X molecule by one or
more shells of H,O molecules. In further support of the claim
that the DB state appears to disappear, we examined several of
the higher-energy virtual orbitals (i.e., LUMO + 1, LUMO + 2,
etc., both bound and unbound) of X(H,0),,, X(H,0),,, and
X(H,0),¢o and found no sign of a DB-like orbital.

In addition to the DB state not persisting beyond one
solvation shell of H,O molecules, Figure 8 shows that the
distance from the center of the X solute species to the centroid
of either the DB (for N = 10 and 12) or cage surface-bound (N
=20, 40, and 100) orbital increases as the cage grows. Much of
this increase is due to the presence of intervening H,O
molecules. This distance increase would be expected to
decrease the rates of doorway DB-to-VB electron transfer in
species that possess both types of states even if one were to
suggest that surface-bound (SB) states such as those shown
above might serve as doorways to the SB-to-VB electron
transfer. This possibility would, of course, be pertinent to
experiments carried out on very small X(H,0)y clusters.
However, when considering the solute X within a macroscopic
water droplet or in bulk aqueous solution, the above findings
suggest that the DB state will have disappeared so there would
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exist no DB doorway state to undergo electron transfer to the
VB anion.

lILIV. Do the Cage Surface-Bound States Arise from
the Cage or from the X Molecule? For N = 20, 40, and
100, we carried out calculations on the corresponding clusters
in which the electrons and nuclei of the X molecule were
removed (but all of the basis orbitals used in the calculations
discussed above were retained; the basis functions of X were
positioned where the nuclei of X had originally been located).
This strategy allowed us to consider the possibility that the SB
states result from the electrostatic potential generated by the
cages and not from any potential generated by the X molecule.

In Figure 9, we show the LUMOs for the unrelaxed N = 20,
40, and 100 empty cages. In our opinion, the three LUMOs of

(H.0).,
EA"=0.150 eV

EA“'=0.117 eV

Figure 9. LUMOs and EAs for the empty (H,0),, (H,0),, and
(H,0),qo cages having the aug-cc-pVDZ basis centered on all ghost
atoms plus the SsSp4d set of diffuse functions centered on a ghost
atom (where the N atom was originally located) inside the cage.

these empty cages are similar in shape, radial size, and electron
binding energy to those shown in Figure 8 for the
corresponding X(H,O)y species but with two small but
significant differences. First, for the empty cages, the LUMOs
all have two lobes, one on each side of the cage, and second,
the EAs of the empty cages are all slightly (ca. 0.1 eV) smaller
than the EAs of the systems with X inside the cage. The fact
that the empty cages all have essentially zero dipole moments
yet still bind the excess electron more tightly than does the
bare X~ anion suggests that the cages are effecting their
electron binding by making use of their several O—H bonds
that are directed outward from the center of the cage. Note
that these three cages all possess such O—H bonds in both
regions where the LUMOs have their lobes. The fact that the
EAs of the species with X inside are all somewhat larger than
those of the empty cages suggests that the dipole potential of
the X molecule is somewhat enhancing the attractive potential
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of the cages’ outward-directed O—H bonds. In support of this
latter claim, we note that the LUMOs of the X(H,0), all have
only one lobe and that lobe lies on the side where the X
molecule’s positive NH; unit sits.

In summary, with respect to how the excess electron is
bound to the unrelaxed N = 20, 40, and 100 empty and filled
cages, we think it is appropriate to conclude that these states
derive primarily from the interaction of the excess electron
with the outward-directed O—H bonds’ electrostatic potentials
of the cages with the attractive dipole potential of the X
molecule adding little to the EA. In further support of this
conclusion, we examined several of the higher-energy virtual
orbitals (i.e, LUMO + 1, LUMO + 2, etc., bound and
unbound) of the X(H,0)y and (H,0)y species and found the
empty cages’ orbitals to be very similar to those of the full
systems’ orbitals.

lILV. What about for the Relaxed Cages? Earlier, we
noted that the geometries of the N = 10 and 12 X(H,0)y
complexes undergo substantial relaxation and open up their
inner hydration shells when the X solute molecule is present.
Although the N = 20 and 40 complexes retain intact inner (and
more) hydration layers, they do still undergo substantial
reorganization of their hydrogen bonding networks. What
happens to the EA values and what can we say about what is
governing these values?

Recall that the unrelaxed cages had essentially zero dipole
moments, that the X molecule has a dipole moment of 5.356
D, and that the dipole moments of the X(H,0)y complexes
were close to 5.4 D for N = 12, 20, 40, and 100. In Table 2, we
show the dipole moments of the N = 10, 12, 20, and 40 empty
relaxed cages along with the corresponding values with the X
molecule inside the cages.

Table 2. Dipole Moments (Debyes) for Relaxed Empty
Water Cages and for Relaxed Cages with H;BNH; Inside

cage size empty (H,O)y cage H;BNH,(H,0)y
N=10 6.851 6.101
N=12 2.210 6.868
N=20 8.477 5.372
N =40 1.449 5.418

Clearly, the empty cages now possess substantial dipole
moments while the filled cages have total dipole moments that
differ significantly from the corresponding empty cage values.
Moreover, the cage dipole vectors are not collinear with that of
the X molecule inside the cage. If we assume that the total
dipole moment g1, of each X(H,O)y species is the sum of the
dipole moment gty of the X molecule and the dipole moment
Hcage of the cage, we can estimate the angle @ between the N—
B bond axis and the direction of the total dipole moment
vector using the law of cosines

(I'tCage)2 = (l'lx)z + (”Tot)z - ZﬂTotﬂXCOSB (1)

For the N = 10, 12, 20, and 40 systems, this calculation yields @
=73, 15, 104, and 16°, respectively. Then, through the law of
sines, one can evaluate the angle ¢ between the dipole moment
vector of the empty cage and the N—B bond axis. For the N =
10, 12, 20, and 40 systems, this calculation yields ¢ = 58, 54,
38, and 83°, respectively. We are interested in these vector
orientations because we want to determine whether the total
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dipole potential or that of the cage is influential in determining
where the excess electron binds.

In Figure 10, we show the SOMO orbitals and their KT
electron binding energies for the relaxed N = 10, 12, 20, and 40
X(H,0)y~ anions.

14

EA'=0.002 eV

Figure 10. SOMOs and structures for the relaxed X(H,0),,
X(H,0),7, X(H,0),07, and X(H,0)4,", and the corresponding KT
EAs (in electronvolts). In each case, the structure and SOMO pictures
hold the N—B bond axis in the same orientation, and in each case, the
direction of the total dipole moment vector is shown.

In all four cases, we see that the SOMO is oriented along the
total dipole moment vector and not along either the B—N
bond axis or the dipole moment of the empty cage. This is
especially clear for the N = 10 and 20 systems where the angles
between the total dipole vector and the B—N bond axis are 73
and 104°, respectively, and the dipole of the empty cages lie 58
and 38° off the direction of the B—N bond axis. Another thing
to note is that the SOMOs are localized in regions of space
where the cages have outward-directed O—H bonds, a fact that
contributes to the total dipole moment’s magnitude and
direction.

All of the relaxed systems have EAs that are typical of dipole
binding, but the preceding paragraph should make it clear that
it is not the dipole of the X species that is dominating in the
binding. An interesting contrast exists between the unrelaxed
and relaxed systems for N = 20 and 40. For the relaxed species,
the SOMOs have EAs (0.040 and 0.002 eV) that are much
smaller than those of the corresponding unrelaxed clusters
(0.313 and 0.768 eV; see Figure 8) even though the total
dipole moments of these pairs of species are quite similar (see
Tables 1 and 2). When examining the structures of the N = 20
and 40 unrelaxed systems (see Figures S and 6), we note that
they possess not only outward-directed O—H bonds but water
molecules in which both O—H bonds are so directed (i.e.,
water molecules that are referred to as double acceptors AA of
hydrogen bonds from neighboring water molecules). It has
been shown™ that such AA sites provide strong attraction to
an excess electron. Although we cannot say for certain, we
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suggest that it is the presence of AA sites in the unrelaxed N =
20 and 40 species that are not present in the corresponding
relaxed species that gives rise to the substantial increases in
EAs in the former.

lILVI. Can Continuum Models Be Used to Describe
Solvent Effects on DB States? /ILVI.I. Strong Solvation of
the Bare X and X~ Solutes. Although we anticipated that
continuum solvation methods would not work well on dipole-
bound states for reasons that we provide later, it was not as
clear to us that similar limitations would arise to the same
extent for the SB states. To illustrate the difficulties that we
expected, we now examine what haggens if one uses the
polarized continuum model (PCM)>’~*” to describe the effect
of solvation on the DB state of the neutral X or the X~ anion.
In such continuum dielectric models, a cavity is formed within
which the solute of interest exists and a model potential on the
surface of the cavity and outside it is then used to characterize
the effect of the surrounding solvent. In the present case, we
chose to model equilibrium solvation in which the solvent
molecules are located, oriented, and polarized to experience
the presence of the X or X~ solute. In Figure 11, we show the

NH,BH;; £=2
EA“"=0.892 eV

9

NH,BH;; £=78
EA'=2.489 eV

NH,BH,; £=2
EA“'==0.0041 eV

NH,BH,; £=78
EA“'==0.015 eV

Figure 11. LUMOs for neutral H;NBH; and SOMOs for the
H;NBHS,"™ anion for & = 2 and 78 (see Figure 4 for the ¢ = 1 orbitals).

LUMO for neutral X and the SOMO of anionic X~ using
dielectric constants of &€ = 2 (representative of a hydrocarbon
or approximating the high-frequency dielectric response of
water) and 78 (water). Figure 4 shows the corresponding
orbitals for the & = 1 (gas phase) case.

The LUMO orbitals and their KT EA values are expected to
relate to the attachment of an electron to a H;NBH; molecule
surrounded by solvent molecules arranged and oriented in a
manner appropriate to solvating this neutral molecule but not
accounting for any orbital relaxation or reorientation of the
solute or solvent. In contrast, the SOMO orbitals are expected
to relate to a DB H3;NBH;™ anion surrounded by solvent
molecules arranged and oriented in a manner appropriate to
solvating this negatively charged species, and thus the SOMO
KT EA values should relate to the energy needed to remove an
electron from this equilibrium-solvated anion. For these
reasons, one expects the LUMO and SOMO KT EA values
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to be very different, as they are for the two & values whose
results are shown in Figure 11.

We see that the LUMO-based KT EA values for both € = 2
and 78 are negative, suggesting that attachment of an excess
electron to the neutral solvated X would be endothermic unless
orbital relaxation of the complex were sufficient to render it
exothermic. In addition, we note that the PCM potential,
which is designed to model solvation of the neutral X species,
acts to destabilize the LUMO (i.e, the LUMO-based EA
values change from 0.038 to —0.004 to —0.015 eV as ¢
increases from 1 to 2 to 78). In contrast, the SOMO-based EA
values are both positive and larger than for the gas-phase case
and range from 0.057 to 0.892 to 2.489 eV as € increases from
1 to 2 to 78. This means that the PCM potential acts to
stabilize the SOMO.

So, unlike what we found for the bare X and X~ and for the
X(H,0)y and X(H,0)y~ complexes where the LUMOs and
SOMOs and their corresponding EA values were similar, once
the PCM potential is applied, the LUMOs and SOMOs are
very different. This might not be surprising because the PCM
potential is different for the neutral and anionic species. For
the issue we are addressing—attaching a free electron to a
solvated neutral polar molecule—the result most likely to be of
any relevance would be the SOMO for € = 2 because this
dielectric constant could approximate the high-frequency
response of the water solvent.

To help understand why it is unwise to trust the above
SOMO-based results derived from applying PCM directly to X
and X7, we show in Figure 12 two pictures of the DB SOMO

Figure 12. X~ and its dipole-bound orbital superimposed onto a
depiction of the underlying X molecule’s van der Waals surface (top)
and inserted into the center of the unrelaxed (H,0),, cage (bottom).
In the former, the maximum in the DB orbital’s density is shown to
occur ca. 5.6 A to the right of the N atom.
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of the bare X™: (i) first, with its SOMO superimposed on a
depiction of the van der Waals surface of the underlying
neutral X molecule and (ii) next with the X~ species and its
SOMO simply inserted into the center of the unrelaxed
(H,0), cage. In the top picture, we also plot the radial density
profile’” of the DB orbital that has its maximum 5.6 A to the
right of the N atom and extends beyond the outermost blue
contour (recall that our orbital plots show the volume within
which 80% of the electron density resides). These pictures are
designed to illustrate the degree to which the electron density
of the DB orbital would penetrate beyond the cavity boundary
defined in terms of van der Waals radii (top picture) and into
the network of the surrounding water molecules if it were to
remain intact (bottom picture). In our opinion, such a DB
orbital would have to be strongly stabilized, and thus radially
contracted, to fit within such a cavity even if the cavity were to
surround the (H,0),, cage.

In continuum dielectric solvation models, the solute
molecule or ion is assumed to exist within a cavity”® whose
size and shape are determined, for example, by tracing out the
van der Waals (vdW) radii of the constituent atoms or by
tracing the outermost contour of the solute’s electron density
at some specified iso-density value. Because DB anions possess
significant electron density (i.e, most of the entire excess
electron) in regions far from the underlying atoms’ vdW radii,
a vdW-based cavity would exclude much of the DB orbital’s
density. Alternatively, using a very low iso-density value to
create a cavity that would contain most of the DB orbital’s
density might generate a cavity that does not fit properly near
the H;B group. As Figure 12 (top) illustrates, in the PCM
calculations whose results are shown in Figure 11, the cavity
enclosed the full van der Waals surface of the X molecule but
did not enclose much of the space occupied by the DB orbital.
For this reason, such a continuum dielectric treatment of the
bare X and X~ species should not be trusted because such
models assume that not much electron density penetrates
beyond the boundary of the cavity it uses.

Figure 12 (bottom) suggests that, even if a DB orbital were
to persist when X~ was surrounded by as many as 20 H,O
molecules, even the van der Waals surface of that X~ (H,0),,
cluster would not be large enough to enclose most of the DB
orbital’s electron density.

It should be noted that the authors of ref 16, whose results
were discussed earlier, pointed out the difficulties in applying
continuum solvation methods to the surface-bound state (see
the bottom image of Figure 3a) because the excess electron’s
density extends substantially beyond any reasonable cavity
boundary. In contrast, in that same article, the authors were
able to apply continuum solvation to the interior-bound
electron state (see the bottom image of Figure 3f). In 2015,
Kumar et al.”” also were successful in using such methods to
describe the solvation of (H,0)y~ cluster anions with N = 4, 6,
and 16 when the water molecules were constrained to form
closed cavities within which the excess electron was trapped. In
that case and in the interior-bound case of refl6, essentially all
of the electron density resided inside the border of the cavity
which is why the continuum solvation methods were
successful. However, as we will now demonstrate, using such
methods on our X(H,0),~ clusters will not succeed because
their excess electron’s density protrudes too far beyond the
cavity boundary.

VLI Using PCM on X(H,0)y~ Clusters. Looking at Figure

12 and keeping in mind that continuum dielectric theories
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need to construct a cavity that contains most of the electron
density of the system, one might expect to not succeed even by
including 20 explicit water molecules and then attempting to
treat the remaining solvation using PCM. That is, the DB
orbital is expected to extend beyond the range of van der Waals
surface of the 20 explicit water molecules. For this reason, we
decided to also explore adding 40 explicit water molecules and
then using PCM to approximate further solvation anticipating
possible failure for N = 20 and possible success for N = 40.
In Figure 13, we show the SOMOs and their KT EA values
for X(H,0),, and X(H,0),, for € = 2 and 78, respectively.

X(H.0),; €=78
EA“'=2.501 eV

X(H.0)3; €=2
EA“"=1.135 eV

“ &
: e A LS

X(H,0)5; €=2 X(H,0); €=78
EA“"=1.790 eV EA“'=2.580 eV

Figure 13. SOMOs for the X(H,0),~ and X(H,0), anions
obtained with PCM for € = 2 and 78.

As was the case for PCM solvation of bare X and X, we find
that the PCM potential stabilizes the SOMO and more so for &
= 78 than for & = 2. Importantly, in the presence of the PCM
potential, the excess electron does not remain in a DB-like
orbital but, instead, migrates to the surface of the N = 20 or 40
cluster much like we found (see Figure 8) for the X(H,0),,
and X(H,0),, clusters when no PCM potential was operative.
Even though the N = 20 and 40 orbitals shown in Figure 13 are
similar to those shown in Figure 8, where no PCM potential
was present, the EA values in Figure 13 are very much larger
than those in Figure 8.

It is worth noting that we tried to offer the excess electron a
good chance to form a dipole-bound state inside the clusters
by initiating the self-consistent field orbital optimization
process using the dipole-bound orbital of the bare X~ anion
as the first approximation to the converged orbital. We thought
this would maximize the chance for the final optimized orbital
to have a significant amplitude within the cages rather than on
the periphery. However, even with such an initial orbital
approximation, the SCF orbital optimization eventually
produced the surface-bound orbitals shown in Figure 13.

Thus, the strategy of including 10—40 explicit water
molecules in the model system and then using PCM to treat
solvation effects outside the X(H,0O)y~ complex does not
succeed because the resulting X(H,0)y~ complexes also have
much electron density penetrating beyond the boundary of the
cavity the PCM model creates even when the cavity includes
the van der Waals space occupied by the 10—40 surrounding
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water molecules. So, we also conclude that it is not appropriate
to employ such models to treat solvation of surface-bound
anionic states of the X(H,0)y~ clusters. One could argue that
the particular continuum dielectric model embodied within the
PCM method we chose could be replaced by a better model.
For example, the SVPE method of Chipman®®*' provides an
improved description of the solvation beyond the boundary of
the cavity. However, because the DB and SB anions have so
much of their outmost electron density extending far beyond
the van der Waals surface boundary, we think it is unlikely that
any continuum dielectric model could adequately describe the
actual solvation that is present in the bulk or in the kind of
clusters we studied here.

H V. CONCLUSIONS

The ab initio electronic structure calculations reported here
suggest that:

1. The existence of a DB state likely can survive the
presence of a few to several nearby solvent molecules, as
evidenced by the results on X(H,0),,” and X(H,0),,”
shown in Figures 8 and 10, on the thymine—water
complex shown in Figure 1B, and on (H,0),Ar; shown
in Figure 3. This suggests that experimental probes of
lightly solvated DB species could produce, for example,
spectroscopic signature characteristic of DB states.
However, it is important to be aware of what such
signatures are. For a dipole-bound state, the photo-
detachment spectra should display a very narrow
progression of vibrational structures because the
geometry change arising from removing the excess
electron should be small. However, it is not proper to
assume that the electron detachment energy itself must
be small (ie, <0.1 eV). As we see in Figure 10 for the
relaxed species, the excess electron is bound to the total
dipole of the complex by a small amount, whereas, for
the unrelaxed structures shown in Figure 8, the electron
can be bound by nearly 1 V. In ref 16 and in work by
Uhlig et al,*” it was found that surface-bound electrons
and electrons held internally in water molecule cages can
have very similar and large (i.e., tenths of electronvolts)
binding energies. The point is that the magnitude of the
EA need not be a reliable factor upon which to
determine dipole binding.

2. Once the number of solvent molecules is sufficient to
surround the putative DB species and form a solvation
network whose internal intermolecular interactions
render it stable, the DB state likely disappears. When
water is the solvent, as in this work, it is energetically
favorable to arrange the H,O molecules in a maximally
hydrogen-bonded network than to have some of the
H,0O molecules surround and solvate the DB orbital. In
such cases, the excess electron prefers to be bound to the
surface of the solvation cage that surrounds the neutral
solute molecule if the cage itself produces a sufficiently
attractive potential (as the (H,0O) cages were shown to
do for N = 10, 12, 20, 40, and 100). This suggests that
experimental probes of somewhat more heavily solvated
putative DB species would produce signatures not
characteristic of a dipole-bound state of X~ but of a
surface-bound (SB) state of the solvent cage.

3. For the degree of explicit solvation considered here,
there is no evidence that the DB state persists by

occupying interstices within the solvent cages; instead, it
evolves into an SB state once one or more full solvation
shells exist. This does not mean that the excess electron
cannot be bound in a more interior manner (e.g., as in
solvated-electron clusters containing hundreds of water
molecules’®**** or as in charge-transfer-to-solvent
(CTTS) cases) when even more solvent molecules are
present. As mentioned earlier, the unrelaxed water
clusters we chose to employ possess hydrogen-bond
networks that are more icelike. Certainly, liquidlike
water cluster structures could provide more interstices,
but we do not believe that even in this case could there
exist sufficient such space to allow the full DB orbital to
persist.

4. The SB states in X(H,0),,”, X(H,0)4 , and
X(H,0),4o arise primarily from the attractive potential
exerted on the excess electron by the cage itself rather
than by the polar X molecule inside the cage although
the dipole potential of X does play a role in determining
which side of the (H,0), cage the excess electron binds
to. For the unrelaxed cages, the X dipole moment favors
binding to one side of the highly symmetric cage; for the
relaxed cages, the X dipole combines with the cage
dipole to produce a total dipole that guides the excess
electron toward its positive end.

5. Some of the icelike unrelaxed water cages employed here
possess several outer-layer H,O molecules whose two
O-H bonds are directed outward (i.e. so-called AA
water molecules). In such cases, the surface-bound EA
values turned out to be large (i.e., several tenths of an
electronvolt), which is not surprising given the
experimental spectroscopic data** emphasizing the
importance of such AA surface H,0O molecules in
forming SB states. The corresponding relaxed water
cages did not possess such AA water molecules and, as a
result, had considerably smaller EA values.

6. As the number of surrounding solvent molecules grows,
the distance from the SB orbital to the X solute species
increases. This makes it less and less likely, as N
increases, for the SB state to serve a doorway for
electron transfer into a valence-bound state of X.

7. It is not proper to describe the effects of solvation of a
bare DB X~ jon using continuum dielectric models
because the DB orbital’s electron density extends too far
beyond the surface of the cavity defined by these
solvation models. It is also not proper to describe the
effects of solvation of the X(H,0),~ anions studied here
using continuum dielectric models because the SB
orbitals of such species also extend substantially beyond
the cavity boundary created by the solvation model for
these systems. In contrast, continuum solvation methods
can be used successfully when the excess electron is held
within a solvent-molecule cage as was shown in refs 16,
39.
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