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Abstract

The possibility of electron binding by a molecule with two polar ends, each of which is capable of electron binding, is
studied using electronic structure methods. The destabilizing effects of each dipole on the ability of the other dipole to bind
an electron as well as the through-bond splitting between theg andu anion states are examined. In addition, the ability of the
two polar ends to bind two electrons, one to each end, is investigated. Numerical results are presented for the anions of
(HCN)n . . . HCCH . . . (NCH)n (n 5 2–4) and for thecorrespondingn 5 2 dianion. (Int J Mass Spectrom 201 (2000)
245–252) © 2000 Elsevier Science B.V.
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1. Introduction

The binding of an excess electron by valence-
saturated polar molecules has been studied exten-
sively, both experimentally [1–7] and theoretically
[8–17]. Such bound excess electrons may be localized
primarily outside the molecular frame and form a
surface anionic state (e.g. as in small water clusters)
or it may be localized inside the cluster and form an
internal state (i.e. a “solvated electron” as in large
clusters of ammonia) [18]. In the former case, it is
natural to analyze the binding of the extra electron in
terms of its interaction with various electrostatic and
induced moments of the neutral’s charge distribution
because the “extra” electron is localized primarily
outside this charge distribution. This has given rise to

many studies of anions whose states have been called
dipole- or quadrupole-bound, depending on the nature
of the lowest nonvanishing multipole moment of
the neutral system. The recent theoretical and
experimental studies on dipole-bound anions are
reviewed in [17] and those on quadrupole-bound
anions in [7,14].

In this contribution, we report on electron binding
to linear molecules having two polar ends and we
term the resulting anions bi-dipole bound (bdbs). Our
primary goals are (1) to monitor the splitting between
the g andu anion states as the distance between the
polar groups varies (this splitting is caused by
“through bond” coupling), (2) to monitor the destabi-
lizing effect of one dipole on the other as the distance
between the dipoles varies, and (3) to determine under
what conditions the double anion is stable.

For an anion bound due to the static interaction of
the extra electron with the charge distribution of the*Corresponding author.
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neutral moleculeN, the one-particle Schro¨dinger
equation

S2
1

2
D 1 Velst

exact1 Vooe-exch
exact Df 5 ef (1)

possesses a bound solution [14]. Here,Velst
exact repre-

sents the classical electrostatic potential from the
exact charge distributionrN

exact of N

Velst
exactf~1! 5 E rN

exact~2!

r1,2
dt2f~1! (2)

and the occupied orbitals exclusion effects (ooe) and
the exchange interaction between the excess electron
and the electrons ofN are included in theVooe-exch

exact

potential. In practical calculations, theVelst
exact and

Vooe-exch
exact operators are not available. There is, how-

ever, a well known approximation to Eq. (1) at the
Hartree-Fock (HF) self-consistent field (SCF) level of
theory. With rN

exact in Velst
exact replaced by the SCF

density rN
HF and Vooe-exch

exact replaced by the SCF
exchange operatorsK [19], Eq. (1) becomes equiva-
lent to the Koopmans’ theorem (KT) description of
the excess electron binding, withe being equal to the
energy of the virtual orbitalf obtained in the SCF
calculation forN [19]. The vertical electron attach-
ment energy at the KT level of theory is given by the
negative ofe and is labeledVAEKT.

TheVelst operator for a neutralD`h molecule with
two polar ends separated by a distance 2L may be
approximated (especially at distances exterior to the
charge density ofN) by a sum of two dipole potentials
having opposite orientations. WithVooe-exch ne-
glected andVelst so approximated, Eq. (1) reduces to

F2
1

2
D 1 V1~1m, 1L! 1 V2~2m, 2L!Gfbdbs

5 ebdbsfbdbs (3)

whereV1 andV2 describe the electron–dipole inter-
actions. The solutions of Eq. (3) for largeL’s are
expected, by symmetry, to be of the form

f6
bdbs<

1

Î2
~x1 6 x2! (4)

e6
bdbs< e 6 H12 (5)

wherex ande are the eigenfunctions and energies of
the one-particle Schro¨dinger equation for the dipole-
bound anion

S2
1

2
D 2

m cosu

r2 D x 5 ex (6)

with x1 centered atL and x2 at 2L. The1 and2
solutions of Eq. (4) describesg and su orbitals,
respectively. The termH12 5 ^x1u 2 1/ 2 D 1 V1

(1m, 1L) 1 V2 (22&, which relates to the through-
bond coupling of the two dipole-bound orbitals, ap-
proaches zero asL3 `, but produces a nonvanishing
e1

bdbs 2 e2
bdbs energy splitting for finiteL’s. On the

basis of the ab initio calculations whose results are
reported here, we attempt to learn, in a more quanti-
tative sense, about the strength of these couplings as
well as about the stability of the state having one
electron inx1 and a second electron inx2.

V2(2m1 2 L)?x2&

2. Molecules, geometries, and basis sets

The linear (HCN)n . . . HCCH . . . (NCH)n species,
for which we introduce the short-hand notation
*nS*n, are bi-dipolar because they contain pairs of
oppositely oriented polar (HCN)n oligomers (denoted
*n) separated by the acetylene spacer molecule (S).
We chose to use the*n oligomers because we have
experience studying electron binding to these species
[15].

The*n clusters are known to have a propensity for
linear equilibrium structures, and the dimer and trimer
have been experimentally characterized as linear [20].
Also solid * is known to contain “infinite” linear*
chains [21]. The dipole-bound anionic states of the
linear *n clusters have recently been theoretically
studied [12,15] and the vertical electron attachment
energies calculated at the KT (VAEKT), SCF
(VAESCF), and the second-order Møller-Plesset
(MP2) levels (VAEMP2) are collected in Table 1for
n 5 1–4.
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Our ab initio calculations of electron binding
energies for theD`h *nS*n (n 5 1–4)species have
been performed at the MP2 level of theory with the
aug-cc-pVDZ basis sets [22] supplemented with six
extra sets ofs and p functions centered on the
terminal hydrogen atoms. The exponents of the extra
even-tempered diffuse sets span the range from
2.46843 1022 to 6.97713 1025 au. Our strategy
for constructing the diffuse basis set employed here is
detailed in [15] where such bases have been shown to
be flexible enough to describe the (HCN)n groups in
species such as we consider here. Moreover, our
earlier studies [15,17], which include species contain-
ing (HCN)n groups, showed that electron correlation
corrections beyond MP2 are relatively unimportant.
For example, for reproducing the electron binding
energies of (HCN)2

2 and (HCN)3
2, corrections beyond

MP2 were as small as 3% of the total values of
electron binding energies. Therefore, we believe that
the electron correlation corrections calculated at the
third order MP (MP3), fourth order MP (MP4),
coupled cluster single double (CCSD), and CCSD
triple [CCSD(T)] levels are not likely to be significant
for the species that we describe here.

The structures of the neutral*nS*n (n 5 1–4)
species, optimized at the SCF level of theory, have all
positive curvatures (i.e. the hessian matrix eigenval-

ues). Forn 5 2 we also performed SCF geometry
optimization and frequency calculations for the2Sg

1

and 2Su
1 anionic states and found the geometry

relaxation upon electron attachment to be very small
for both states. The largest distortion of 0.02 Å occurs
for the hydrogen bonds between the* moieties. The
anions in theg andu states are found to have nearly
identical structures with valence bonds differing by
less than 0.0001 Å and hydrogen bonds by less than
0.0007 Å. Bothg andu anionic structures are found to
have all positive curvatures at the SCF level of theory.

We also performed additional calculations for the
anion and dianion of*2S*2 with (1) the geometry of
*2 set to the optimal geometry of the dipole-bound
anion*2

2, (2) the geometry of the spacerS set to the
optimal geometry of the neutral acetylene, and we
then varied only one internal geometry parameterL
(the distance between the terminal hydrogen atom and
the center of symmetry). These model calculations
were carried out to allow us to monitor how the
dipole–dipole repulsion and through-bond couplings
vary with distance.

3. 2Sg
1 and 2Su

1 mono-anionic states

3.1. g/usplitting and through-bond coupling

Bound anionic states of2Sg
1 and 2Su

1 symmetry
were found in the*nS*n systems forn $ 2 but not
for n 5 1. The vertical electron attachment energies,
displayed with those of the corresponding*n oli-
gomers in Table 1, show a near degeneracy in theg
andu states (e.g. the MP2 values of theVAE for the
g and u states differ by less than 9.3, 0.6, and 0.04
cm21 for n 5 2, 3, and 4, respectively), even for the
n 5 2 cluster where through-bond coupling should
be largest. This means that the through-bond coupling
[see Eq. (5)] is 5 cm21 for n 5 2 and even smaller for
n $ 3.

The charge distributions of the excess electron in
the 2Sg

1 (2Su
1) state of *nS*n

2 (n 5 2–4) are
described by symmetric (antisymmetric) combina-
tions of thesp hybrid type orbitals localized on the
terminal H atoms (see Fig. 1 for theg and u

Table 1
Vertical electron attachment energies (in cm21) calculated at the
KT, SCF, and MP2 levels, the linear clusters (HCN)n and
(HCN)n . . . HCCH . . .(NCH)n are denoted by*n and*nS*n,
respectively

System
Anionic
state V AEKT V AESCF V AEMP2

*a 2S 14 14 13
*2

b 2S 465 511 494
*3

b 2S 1007 1094 1044
*4

b 2S 1400 1503 1430
*2S*2

2Sg
1 158 165 206

*2S*2
2Su

1 151 159 197
*3S*3

2Sg
1 557 581 638

*3S*3
2Su

1 560 582 637
*4S*4

2Sg
1 895 925 982

*4S*4
2Su

1 895 925 982

a see [23]
b see [24]

247M. Gutowski et al./International Journal of Mass Spectrometry 201 (2000) 245–252



distributions forn 5 4). The hybrid orbitals become
more spatially compact asn increases, consistent with
the increase of the electron binding energy (see Table
1) and with the increasing polarity of the*n moieties
as reflected in their increasing dipole moments. For
eachn, the spatial extent is very similar for theg and
u states and the fraction of the excess electron density
localized in the interatomic region of the molecular
frame is very small, which explains the negligible
geometry differences and energy splittings between
the anionicg andu states.

As noted above, the excess electron remains un-
bound at the KT level of theory forn 5 1. This was
not a surprise to us because (1) the* monomer binds
an electron by only 11 cm21 at the KT level [23], (2)
its polarity is less in the*S* environment than in*,
and (3) in*S* one has the repulsion between the
dipoles of the oppositely oriented* units. These
effects are probably responsible for the electronic
instability of *S*2. Likewise, for n $ 2, the

electron binding energies are smaller in the*nS*n
2

than in the*n
2 species (see Table 1) for similar (i.e.

smaller polarity and dipole–dipole repulsion) reasons.

3.2. Dipole–dipole repulsion effect

In Fig. 2 we display the dependence of the energy
associated with attaching the first electron (FAE) to
form either theg or u state (note that we already
established that these two energies differ very little)
on the distanceL in *2S*2. The Mulliken charges
from the SCF calculations on the neutral*2S*2 are
also reported in Fig. 2 for the nitrogen atom which is
closest to the acetylene molecule. Of course, asL 3
` the value of the FAE is the same as the vertical
electron detachment energy for the isolated*2

2, and
these limiting values of the FAE are 481, 529, and 512
cm21 for the KT, SCF, and MP2 methods, respec-
tively [15]. The values of the FAE decrease asL
decreases (see Fig. 2). ForL larger than 35 a.u., the
polarity of the*2 groups is the same in*2S*2 as in
the isolated*2, as indicated by the values of the
Mulliken charge on the N atom. In this region, the
dependence of the FAE onL relates only to the fact
that the excess electron localized on one side of the
cluster is destabilized by the repulsive potential of the
dipole on the opposite side of the cluster. ForL , 36

Fig. 1. Singly occupied molecular orbital of*4S*4
2 in the lowest

2Sg
1 (top) and2Su

1 (bottom) electronic state (plotted with a 0.005
contour spacing).

Fig. 2. The FAE energy for*2S*2 as a function of the distanceL
between the terminal hydrogen atom and the center of symmetry.
q(N) denotes the Mulliken charge of the nitrogen atom closest to
the acetylen molecule.
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a.u., the polarity of the*2 groups in*2S*2 rapidly
decreases, as indicated by the values of the Mulliken
charge on the nitrogen. For such values ofL, the
values of the FAE further decrease due both to the
decrease in polarity and to changes in dipole–dipole
repulsion.

3.3. Effects of orbital relaxation and correlation

The electron binding energies in the*nS*n
2

systems are dominated by the KT contribution which
takes into account the coulomb and exchange inter-
action between the excess electron and the SCF
charge distribution ofN. The effect of orbital relax-
ation, which is given by the difference between
VAESCFandVAEKT and which describes polarization
of N by the excess electron and the effect of backpo-
larization, is small and does not exceed 5% of
VAEKT. The MP2 electron correlation contribution to
the electron binding energy, given by the difference
betweenVAEMP2 and VAESCF, describes (1) the
dispersion interaction between the excess electron and
the electrons ofN and (2) the correlation correction to
the static coulomb interaction between the extra
electron and the charge distribution ofN [24]. The
stabilizing former term represents a significant frac-
tion of VAEKT (50% for n 5 3) but it is largely
canceled by the latter. In consequence, the total MP2
contribution does not exceed 30% ofVAEKT.

4. Doubly charged anion

We have also studied the electronic stability of the
dianion*2S*2

22 as a function of the spacing param-
eter L. The 1Sg

1 and 3Su
1 di-anionic states become

quasidegenerate for large values ofL. A single-
referencesg

1su
1 wave function is appropriate for the

triplet state, but the singlet state requires two strongly
mixed electronic configurations (sg

2 and su
2) or one

configuration based on localized orbitals (x1
1x2

1). For
these reasons, we studied only the3Su

1 state but the
results for the1Sg

1 state are expected to be very
similar especially in the regime of largeL.

The second electron attachment energy (SAE),

defined as the difference between the energies of the
di-anion and of the mono-anion, is plotted in Fig. 3 for
the3Su

1 state as a function ofL for the KT, SCF, and
MP2 methods. The KT SAE is given as the negative
of the energy of the lowest unoccupied molecular
orbital obtained from an unrestricted Hartree-Fock
(UHF) SCF calculation on the monoanion.

As L 3 `, the asymptotic value of the SAE is the
same as the FAE, as expected for two noninteracting
*2 species. For every method, the electronic stability
of the dianion decreases asL decreases (see Fig. 3),
and the di-anion becomes unstable (i.e. the SAE
becomes negative) forL ' 210 a.u. A simple
electrostatic argument suggests that the di-anion
should remain electronically bound as long as the
coulomb repulsion between the two excess electrons
localized at opposite ends of the molecule is smaller
than the FAE. For example, the KT values of the
SAE, with all quantities expressed in atomic units,
should fit the following equation:

SAEKT~L! < FAESCF~L! 2
1

2L 1 C
(7)

where 2L is the distance between the terminal hydro-
gen atoms andC takes into account the spatial extent
of the orbitalsx1,2 holding the two excess electrons.
The value ofC was determined by least squares fitting

Fig. 3. The SAE energy for*2S*2 as a function of the distanceL
between the terminal hydrogen atom and the center of symmetry.
The approximate values ofSAEKT resulting from the fit [Eq. (7)]
are also reported.
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the SAE and FAE energies and a value ofC 5 39.4
a.u. was achieved. As shown in Fig. 3, the model of
Eq. (7) performs well for*2S*2

2 and allows us to
relate the SAE to the FAE and the lengthL of a
bi-dipolar molecule. Clearly, the small*n clusters,
considered in this article, have too small FAEs to
form bound dianions for realistic values ofL. How-
ever, this is not the case when more polar building
blocks such as LiCN are used to build clusters [25].

5. Polarizability and electron localization in
mono-anions

The electric dipole transition moment connecting
the2Sg

1 and2Su
1 anion states, denoted^gumzuu&, was

found to be 33 and 36 a.u. forn 5 2 and 3, respec-
tively, at the configuration interaction level of theory
with single excitations (CIS). These significant values
of the electric dipole-transition moment and the
quasidegeneracy of the2Sg

1 and2Su
1 states (especial-

ly for larger n) suggest a large value of the longitu-
dinal polarizability of the anion,a\, if calculated using
the second-order perturbation theory expression for a
non-degenerate state [26]. This perturbation theory is,
however, not applicable when the matrix element
^gumzuu& is large in comparison with the energy
difference between the unperturbed2Sg

1 and 2Su
1

states [27]. The response of the molecule in a quaside-
generate state to an external electric field requires a
multiconfigurational approach similar to that used in
analysis of the “sudden polarization” effect [28]. In
fact, for largen’s, one expects to observe a linear
Stark effect rather than the quadratic dependence of
the energy on electric field, that is characteristic of
polarizability.

Even for largen, however, the precise degeneracy
of the g and u states in*nS*n

2 is almost certainly
unattainable due to vibronic coupling between the
2Sg

1 and2Su
1 states. This coupling is expected to lead

to negative curvature along an antisymmetric stretch-
ing mode ofsu symmetry. The strength of the factor
that produces negativesu-mode curvature on the
lower, e.g.2Sg

1, surface is governed by matrix ele-
ments of the form [29]

u^2Sg
1uH/Qsu

u2Su
1&u2

E~2Sg
1! 2 E~2Su

1!
(8)

where H/Qsu represents the derivative of the
electronic Hamiltonian with respect to distortion
along thesu mode. The closer the2Su

1 state ap-
proaches the underlying2Sg

1 state, the larger is the
magnitude of the2Sg

1-state negative curvature factor.
Once negativesu-mode curvature occurs, the molec-
ular framework distorts fromD`h to C`v symmetry,
the two molecular polar ends become nonequivalent,
and the near-degeneracy of the two bound anionic
states is removed.

Moreover, the experimental conditions used to
form such anions can give rise to distortion and hence
to electron localization. If the excess electron is
initially attached to one end of*nS*n, the prepara-
tion has formed a nonstationary solution given by the
localized orbitalx1 of Eq. (4). The probability that the
excess electron will be found at the opposite end of
the molecule at a time t later is approximately given
by sin2 (H12t/É) [30], where 2H12 is the E(2Sg

1 2
E(2Su

1) energy splitting, which becomes unity fort '
10210 s for n 5 4. The significant residence time
('10210 s) for the excess electron at one molecular
end is sufficient to polarize the molecular framework
and thus to stabilize the localized-electron state.

With these reservations in mind, we decided to
calculate the SCF polarizabilty of*nS*n

2 using a
single-determinantal wave function with the excess
electron localized on one side of the molecule, and
our results are reported in Table 2. We also report
there the SCF values of polarizabilities for the neutral
and anionic*n oligomers.

The polarizabilities of the neutral*n clusters
display the standard pattern:a\ is larger than the
transverse polarizabilitya' and both increase asn
increases. The opposite trend holds for the dipole-
bound anions*n

2: a\ is smaller thana' and both
decrease asn increases. Finally for the bdbs anions
*nS*n

2, the values of both polarizabilities are larger
than for the corresponding dipole-bound anions*n

2

and they decrease asn increases. Moreover,a\ is
smaller thana' for n 5 3 and 4.

The polarizabilities of dipole-bound anions*n
2 are
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dominated by the contribution from the loosely bound
excess electron. Asn increases, the electron binding
energy increases, the orbitals become more compact,
and therefore botha\ and a' decrease. The larger
value ofa' than ofa\ reflects the nature of them cos
u/r2 potential, which has a strong 1/r2 decay relevant
to the longitudinal electron polarization, but a softer
cosu decay relevant to the transverse electron polar-
ization. For the bi-dipole-bound anions, the depen-
dence of thea’s on n is qualitatively the same as for
dipole-bound anions but the values are larger due to
the smaller electron binding energies in*nS*n

2 than
in *n

2. The finite values ofa\ for *nS*n
2 in low

electric fields are related to the longitudinal polariza-
tion of the localized excess electron. For a sufficiently
large value of the electric field a non-linear polariza-
tion of the anion is anticipated related to the excess
electron transfer from one molecular end to another.

6. Summary

Linear molecules with two polar ends, such as
(HCN)n . . . HCCH . . . (NCH)n support two anionic
states of2Sg

1 and 2Su
1 symmetry. These two states

are nearly degenerate (i.e. the coupling H12 is less
than 5 cm21) even for the shortest (n 5 2) stable
anion, thus suggesting that the through-bond coupling
of the two dipole-bound orbitals is very small.

The electron binding energy depends both on the
polarity of the*n group and the spacing (L) between

the groups, which relates to the dipole–dipole repul-
sion.

The electron binding energies for the*nS*n
2

anions are well reproduced at the Koopmans’ theorem
level due to small orbital relaxation effects and partial
cancelation of physically different electron correlation
contributions.

The doubly charged anion can be stable if the
spacingL is large enough to overcome the coulomb
repulsion between the two excess electrons.

We expect localization of the excess electron on
one side of the bi-dipolar anion*nS*n

2 for suffi-
ciently largen.

The transverse polarizability of dipole-bound an-
ions may be larger than the longitudinal polarizability,
which is related to the character of the electron-dipole
potentialm cosu/r2.

The polarizabilities of bi-dipole-bound anions are
larger than those of the corresponding dipole-bound
anions, which is related to the smaller electron bind-
ing energies in the former species. The longitudinal
polarizabilities of bi-dipole-bound anions are ex-
pected to be large but finite due to localization of the
excess electron on one side of the molecule and
nonlinearity is anticipated in response to the electric
field due to electron transfer from one molecular end
to another.

Acknowledgements

Discussions with Professor A.J. Sadlej and Profes-
sor L. Piela are gratefully acknowledged. One of the
authors (M.G.) acknowledges support of this work by
the Division of Chemical Sciences and the Division of
Geosciences and Engineering both of the Office of
Basic Energy Sciences, and the Office of Energy
Research of the US Department of Energy. This work
was performed in part under the auspices of the U.S.
Department of Energy, under contract no. DE-AC06-
76RLO 1830, with Battelle Memorial Institute, which
operates the Pacific Northwest National Laboratory.
This work was also supported by NSF Grant CHE-
9618904, the Polish State Committee for Scientific
Research (KBN) grant no. 3 T09A 049 15 (contract

Table 2.
Longitudinal and transverse polarizabilities in au; the linear
clusters (HCN)n and (HCN)n . . . HCCH . . .(NCH)n are denoted
by *n and*nS*n, respectively

System a\ a'

*2 48 26
*3 75 38
*4 102 50
*2

2 3.23 104 5.53 104

*3
2 1.13 104 2.03 104

*4
2 9.03 103 1.63 104

*2S*2
2 1.43 105 1.03 105

*3S*3
2 1.93 104 2.43 104

*4S*4
2 1.13 104 1.83 104

251M. Gutowski et al./International Journal of Mass Spectrometry 201 (2000) 245–252



no. 0337/T09/98/15) to two of the authors (P.S. and
M.G.), and an allocation of computer time grant from
the Center for High Performnce Computing at the
University of Utah. CHPC’s SGI Origin 2000 system
is funded in part by the SGI Supercomputing Visual-
ization Center Grant.

References

[1] B.C. Romer, J.I. Brauman, J. Am. Chem. Soc. 119 (1997)
2054, and references therein.

[2] K. Yokoyama, G.W. Leach, J.B. Kim, W.C. Lineberger, A.I.
Boldyrev, M. Gutowski, J. Chem. Phys. 105 (1996) 10706,
and references therein.

[3] C. Desfranc¸ois, H. Abdoul-Carime, J.P. Schermann, Int. J.
Mod. Phys. B 10 (1996) 1339, and references therein.

[4] J.H. Hendricks, S.A. Lyapustina, H.L. de Clercq, and K.H.
Bowen, J. Chem. Phys. 108 (1998) 8, and references therein.

[5] R.N. Compton, H.S. Carman, C. Desfranc¸ois, H. Abdoul-
Carime, J.P. Schermann, J.H. Hendricks, S.A. Lyapustina,
K.H. Bowen, J. Chem. Phys. 105 (1996) 3472, and references
therein.

[6] C.E.H. Dessent, J. Kim, M.A. Johnson, Acc. Chem. Res. 31
(1998) 527, and references therein.

[7] C. Desfranc¸ois, V. Périquet, S.A. Lyapustina, T.P. Lippa,
D.W. Robinson, K.H. Bowen, J. Chem. Phys. 111 (1999)
4569.

[8] J. Simons, K.D. Jordan, Chem. Rev. 87 (1987) 535.
[9] C.D. Clary, J. Phys. Chem. 92 (1988) 3173.

[10] J. Simons, J. Chem. Phys. 91 (1989) 6858.
[11] D.M.A. Smith, J. Smets, Y. Elkadi, L. Adamowicz, J. Chem.

Phys. 109 (1998) 1238.

[12] J. Smets, D.M.A. Smith, L. Adamowicz, Chem. Phys. Lett.
297 (1998) 451.

[13] P. Ayotte, G.H. Weddle, C.G. Bailey, M.A. Johnson, F. Vila,
K.D. Jordan, J. Chem. Phys. 110 (1999) 6268.

[14] M. Gutowski, P. Skurski, Chem. Phys. Lett. 303 (1999) 65.
[15] M. Gutowski, P. Skurski, Chem. Phys. Lett. 300 (1999) 331.
[16] P. Skurski, M. Gutowski, J. Simons, J. Phys. Chem. A 103

(1999) 625.
[17] M. Gutowski, P. Skurski, Recent Res. Devel. Physical Chem.

3 (1999) 245.
[18] A.W. Castleman Jr., K.H. Bowen Jr. J. Phys. Chem. 100

(1996) 12911.
[19] A. Szabo, N.S. Ostlund, Modern Quantum Chemistry, Dover,

Mineola, NY, 1996.
[20] R.S. Ruoff, T. Emilsson, T.D. Klots, C. Chuang, H.S.

Gutowsky, J. Chem. Phys. 89 (1988) 138.
[21] W.J. Dulmage, W.N. Lipscomb, Acta Crystallogr. 4 (1951)

330.
[22] R.A. Kendall, T.H. Dunning Jr., R.J. Harrison, J. Chem. Phys.

96 (1992) 6796.
[23] M. Gutowski, K.D. Jordan, P. Skurski, J. Phys. Chem. A 102

(1998) 2624.
[24] M. Gutowski, P. Skurski, J. Phys. Chem. B 101 (1997) 9143.
[25] P. Skurski, M. Gutowski, J. Simons, Chem. Phys. Lett., in

press.
[26] D.M. Bishop, L.M. Cheung, Chem. Phys. Lett. 66 (1979) 467.
[27] L. Landau, E. Lifchitz, Quantum Mechanics, Mir, Moscow,

1967.
[28] G.J.M. Dormans, G.C. Groenenboom, H.M. Buck, J. Chem.

Phys. 86 (1987) 4895, and references therein.
[29] J. Simons, Energetic Principles of Chemical Reactions, Jones

and Bartlett, Boston, 1983.
[30] R.P. Feynman, R.B. Leighton, M. Sands, The Feynman

Lectures in Physics, Vol. III, Addison-Wesley, New York,
1965.

252 M. Gutowski et al./International Journal of Mass Spectrometry 201 (2000) 245–252


