A linear-scaling self-consistent generalization of the multistate empirical valence bond method for multiple excess protons in aqueous systems
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An extension to the multistate empirical valence bond (MS-EVB) method is presented in this paper that is capable of treating multiple excess protons within the context of molecular-dynamics simulation. The computational cost of the method scales linearly with respect to the number of excess protons. Calculations for a 0.44 M HCl systems are carried out to illustrate the multiproton extension of the MS-EVB method. A significant decrease in the Eigen-type $\text{H}_2\text{O}_n^+$ cation is observed in the contact ion-pair configuration formed between $\text{Cl}^-$ and hydronium ions. © 2005 American Institute of Physics. [DOI: 10.1063/1.1881092]

I. INTRODUCTION

The significant advances in computer technology in the last 30 years have made molecular-dynamics (MD) simulations an increasingly powerful and effective tool to study the dynamical and structural properties of many interesting systems.1–3 Whereas ab initio MD approaches are still too expensive to be carried out on systems with more than a hundred or so atoms, various empirical force fields have been developed to make large scale MD simulation a reality.4–7 Of all the various systems being studied by computer simulations, active proton transfer8–11 is one of the most challenging fundamental problems for empirical force fields to describe.

It is well known that proton diffusion constant in water is significantly higher compared to other forms of cations.8,12 A number of mechanisms have been proposed for this fast proton diffusion, including the Hückel mechanism,13 in which the rate limiting step is the rotation of the $\text{H}_2\text{O}^+$; the Bernal and Fowler mechanism,14 in which a free water rotor in the first solvation shell is assumed; the Conway mechanism,15 which involves a “field-induced” rotation in the first solvation shell; the Eigen picture,16 in which “structural diffusion” is argued to be the rate determining step in bulk water; and the “Moses” mechanism,17,18 in which the bond cleavage at the second solvation shell is believed to be the precursor to proton translocation. The Grotthuss hopping process,19,20 plays a crucial role in all of these mechanisms. Although recent work21 has suggested that none of them is completely correct, the Grotthuss hopping process is still believed to be a key step in proton diffusion.

The Grotthuss process is named after C. G. T. de Grotthuss who proposed a hydrogen–oxygen shuttling mechanism to explain electrolysis of water.25 The first invocation of such a process to explain proton transport was believed to be done by Danneel in 1905.19 In the Grotthuss shuttling process, an excess proton bonds to the oxygen atom of a water molecule and forms a valence bond with that oxygen atom. Meanwhile, one of the valence-bonded hydrogen atoms of the water molecule being bonded to by the proton leaves and becomes an excess proton. This process transforms the incoming proton into a bonded atom, and a hydrogen atom of the water molecule into an excess proton. In order to properly describe the Grotthuss process in MD simulations, the force field must be flexible enough to allow bonding topology and atom identity to change. This requirement renders most traditional empirical force fields unsuitable to treat excess proton solvation and transport dynamics in aqueous environments.

The multistate empirical valence bond (MS-EVB) model has enjoyed considerable success.22–36 (For a description of this model in relation to other models, the reader is referred to the introduction of Ref. 33.) This model might be regarded as a simulation version of the well-known resonance theory frequently used in organic chemistry.37 For any given geometric arrangement of the $\text{H}_{2n+1}\text{O}_n^+$ cation, multiple bonding arrangements can be drawn. If we restrict ourselves only to the bonding topology that contains one hydronium and $n–1$ water molecules, $n$ possible low-energy bonding configurations can be found for the $\text{H}_{2n+1}\text{O}_n^+$ system. In MS-EVB, each bonding topology is termed a basis state. The above-mentioned $\text{H}_{2n+1}\text{O}_n^+$ system can then be represented as a linear combination of these possible “basis states” with their relative weight determined by solving an eigenvalue-eigenvector problem for the EVB matrix. The diagonal elements of the EVB matrix are given by the “diabatic” energy of the system in that particular excess proton binding arrangement. The coupling term between different basis states is described as a constant plus a term that is determined by viewing the system as a Zundel-type complex, formed by allowing the two hydroniums in each basis state to share the same proton simultaneously, and solvated by the rest of the...
water molecules in the system for that instantaneous configuration. More details about this model can be found in Refs. 24 and 33.

Although the MS-EVB model has proven to be very successful in describing single excess proton solvation and transport, a great challenge has been faced in expanding the methodology to describe systems containing more than one excess proton in the same periodic simulation cell. The straightforward way to use the model to describe multiproton systems is to form a large matrix in a MS-EVB product basis set of all the protons. This is very similar to the configuration-interaction (CI) procedure in electronic structure calculations. This procedure will be called “big-matrix” approach in this paper. The order of the big matrix is approximately \(N^m\), where \(N\) is the number of MS-EVB basis states accessible to each proton and \(m\) is the number of excess protons. In a typical bulk water simulation, \(N\) is close to 25. The MD propagation of systems containing more than two protons using the big-matrix approach would therefore require the extremely expensive solution of an eigenvalue problem with a matrix of order larger than 15,000 at each MD time step. This makes it infeasible to carry out converged big-matrix MS-EVB MD simulations in a reasonable amount of CPU time on current generation computer hardware. A different approach was required, which is the focus of the present work.

In this paper, a self-consistent iterative multistate empirical valence bond (SCI-MS-EVB) method is presented that solves the multiproton problem with a computational effort scaling linearly with respect to the number of excess protons. This methodology is described in Sec. II, while illustrative calculations are described in Sec. III for a 0.44 M HCl solution with both one HCl per periodic box and two HCl per periodic box. The results from these simulations are discussed in Sec. IV, while concluding remarks are given in Sec. V.

II. METHODOLOGY

A. The iterative method

The EVB model was first introduced by Warshel and co-worker\(^{39,40}\) while the first application to proton transfer in water was done by Lobaugh and Voth.\(^{24}\) The work in this paper is based on the multistate generation by Schmitt and Voth\(^{24}\) (MS-EVB) and later by Day et al.\(^{33}\) (MS-EVB2). The SCI-MS-EVB method described in this paper is based on the MS-EVB2 model\(^{33}\) parameters with minor modifications.

In the new SCI-MS-EVB method, the system is divided into EVB complexes, each consisting of a single proton. A single proton MS-EVB problem is solved for each EVB complex within an effective field of the other EVB complexes. The effective field represents atoms in the other EVB complexes by effective charges and van der Waals parameters according to the EVB vectors of the other EVB complexes.

Figure 1 depicts a two-proton system to illustrate our approach, with proton A in EVB complex A and proton B in EVB complex B. According to the formalism of MS-EVB2, the EVB matrix of proton A has as its diagonal elements

\[
\langle i | H | i \rangle = \sum_{k=1}^{N_{H_{2}O}} V^{\text{intra}}_{H_{2}O} + \sum_{k=1}^{N_{H_{2}O}} V^{\text{inter}}_{H_{2}O}H_{2}O + \sum_{k=1}^{N_{H_{2}O}} V^{\text{inter}}_{H_{2}O}H_{2}O
\]

and off-diagonal elements

\[
\langle i | H | j \rangle = V^{\text{exchange}}_{R_{OO},R_{OH}},
\]

where \(|i\) and \(|j\) form an orthonormal set of EVB basis states selected according to the procedures described in Ref. 33. Detailed definitions of various terms in Eqs. (1) and (2) can also be found in Ref. 33.

In the SCI-MS-EVB approach, the Hamiltonian for EVB complex A is further partitioned as follows:

\[
H_A = H_{AA} + H_{AB} + H_{AR},
\]

where \(H_{AA}\) is the contribution from particles interacting inside EVB complex A and \(H_{AB}\) describes the interaction between particles in EVB complex A and EVB complex B, where the prime indicates that particles in EVB complex B are seen by particles in EVB complex A as effective particles. \(H_{AR}\) describes the interactions between particles in EVB complex A and particles not contributing to any of the EVB complexes (see Fig. 1). It is evident that the first two terms in Eq. (1) and the first term in Eq. (2) only contribute to \(H_{AA}\), while the rest of the terms contain contributions to all the three parts in Eq. (3). A detailed examination of Eqs. (1) and (2) reveals that these terms belong to three types of interactions: electrostatic, van der Waals, and short-range repulsion. Electrostatic interactions are expressed as

\[
V_{el}(r) = \frac{q_i q_j}{r},
\]

where \(q_i\) and \(q_j\) are point charges. The van der Waals interactions can be expressed as

\[
V_{vdW}(r) = 4\varepsilon_{st}\left[\left(\frac{\sigma_{st}}{r_{st}}\right)^{12} - \left(\frac{\sigma_{st}}{r_{st}}\right)^{6}\right] = \left(\frac{\sigma_{st}}{r_{st}}\right)^{12} - \left(\frac{\sigma_{st}}{r_{st}}\right)^{6},
\]

where \(\varepsilon_{st}\) and \(\sigma_{st}\) are Lennard-Jones (LJ) parameters of particles \(s\) and \(t\), while
\[ \alpha_s = (4e_a)^{1/12}\sigma_{st}, \quad \beta_s = (4e_a)^{1/6}\sigma_{st}. \]  

Repulsive interactions can be expressed as
\[ V^{\text{rep}}(r_{st}) = B(1 - \tanh(b(r_{st} - d_{st}^0))), \]  

where \( B, b, d_{st}^0 \) are repulsive parameters defined in Ref. 33. In MS-EVB2, the repulsive potential only exists between the hydronium oxygen and water oxygen and hydrogen.

One can now write out expressions for the electrostatic, van der Waals, and repulsive interactions for \( H_{AA} \) and \( H_{AR} \). In order to calculate the contributions from these interactions to \( H_{AB} \), effective charges and van der Waals parameters are employed. For electrostatic interactions, an effective particle \( s \) in EVB complex \( B \) as seen by particles in EVB complex \( A \) has the charge
\[ q_s = \sum_i c_{Bi}q_{iH} + \sum_{j\neq i} c_{Bj}q_{jW} + \sum_{i,j,i\neq j} c_{Bi}c_{Bj}q_{\text{ex},ij}A(r), \]  

assuming that particle \( s \) is part of a hydronium ion in state \( i \), and part of a water molecule in all the other states. Here, \( q_{iH}, q_{jW} \) are the charges of particle \( s \) when it is part of the hydronium and water molecules, respectively, and \( c_{Bi}, c_{Bj} \) are the EVB coefficients of states \( i \) and \( j \) for EVB complex \( B \) found by diagonalizing the corresponding EVB matrix \( H_{B} \).

The matrix \( H_{B} \) is formed following a similar procedure as was done for \( H_A \), and will be discussed later. The last term of Eq. (8) is the contribution from exchange charges for particle \( s \), with \( A(r) \) being the same geometric scaling function as used in Eq. (2). The exchange charge \( q_{\text{ex},ij} \) is nonzero only if the coupling element between state \( i \) and state \( j \) is not zero, as defined in Ref. 33.

In a CI-like big-matrix approach to the multiproton problem, there will never be any interaction between the off-diagonal exchange charges of different EVB complexes. We opt to take the same approach, so that interactions between off-diagonal charges are intentionally suppressed in SCI-MS-EVB. This is achieved by removing the contribution of the last term of Eq. (8) when calculating the off-diagonal terms in the EVB matrix for EVB complex \( A \). For van der Waals interactions, we define parameters \( \alpha, \beta \) for effective particle \( s \) using the following formulas:
\[ \alpha_s = c_{Bi}^2\alpha_{iH} + \sum_{j\neq i} c_{Bj}^2\alpha_{jW}, \]  
\[ \beta_s = c_{Bi}^2\beta_{iH} + \sum_{j\neq i} c_{Bj}^2\beta_{jW}, \]  

where the same notation as used in Eq. (8) is followed.

The only extra parameters needed in the multiproton case are the repulsive interaction parameters between the hydronium oxygen atoms and between each hydronium oxygen atom with the other hydronium hydrogen atoms. Since the repulsive interactions as described by Eq. (7) are very short range and repulsive interactions between hydronium oxygen and effective particles in the other EVB complexes are negligible compared to all other interactions, a detailed parametrization of these interactions is not important at this point. In this study, no distinction is made between hydronium oxygen and water oxygen and hydronium hydrogen and water hydrogen in the effective EVB complexes so far as the repulsive potential in Eq. (7) is concerned. This definition makes it unnecessary to determine the repulsion parameters in Eq. (7) for effective particles \( s \) since they are always the same for all linear combinations of EVB states.

The same analysis applies to the Hamiltonian for EVB complex \( B \), such that
\[ H_{B} = H_{BB} + H_{BA^*} + H_{BR^*}. \]  

with the interactions between EVB complexes \( A \) and \( B \) replaced by \( H_{BA^*} \). The prime on \( A \) indicates that particles in EVB complex \( A \) are replaced by effective particles based on EVB vector \( c_A \).

For the same pair of electrostatic interactions between atoms \( s \) in EVB complex \( A \) and \( t \) in EVB complex \( B \), assuming atom \( s \) is part of a hydronium in state \( i \) and atom \( t \) is part of a hydronium in state \( i^* \), we have
\[ H_{AB^*} = \left( \sum_i c_{Ai}^2q_{iH} + \sum_{j\neq i} c_{Aj}^2q_{jW} \right) \cdot \left( \sum_i c_{Bi}^2q_{iH} + \sum_{j\neq i} c_{Bj}^2q_{jW} \right), \]
\[ \times \left( \sum_{i', j', i'+j'} c_{Bi'}c_{Bj'}q_{\text{ex},ij'}A(r') \right) \times \left( \sum_i c_{Ai}^2q_{iH} + \sum_{j\neq i} c_{Aj}^2q_{jW} \right) = H_{BA^*}. \]

Thus we can drop the prime and write \( H_{AB} \) in place of \( H_{AB^*} \) and \( H_{BA^*} \). It is seen that \( H_{AB} \) depends on \( c_{Ai} \) and \( c_{Bi} \) simultaneously. Thus, the solution of the EVB Hamiltonian for EVB complex \( A \) depends on the solution of the EVB Hamiltonian for EVB complex \( B \) and vice versa. A self-consistent solution may be obtained by solving Eq. (3) with an educated guess for solution of Eq. (11), and then constructing the EVB Hamiltonian in Eq. (11) using the solution of Eq. (3), and then iterate both solutions to convergence. In a MD simulation, the converged EVB vector of the previous time step can be used as an initial guess. For the first MD step, a unit vector that corresponds to the “most likely” classical hydronium solution suffices.

Having obtained the self-consistent solution for the two-proton problem, the total system energy can then be expressed as
\[ E_{\text{total}} = \langle a_0 | H_{AA} + H_{AR} | a_0 \rangle + \langle b_0 | H_{BB} + H_{BR} | b_0 \rangle \]
\[ + \langle a_0 | b_0 | H_{AB} | a_0 \rangle + E_{RR} \]
\[ = E_{AA} + E_{BB} + E_{AB} + E_{AR} + E_{BR} + E_{RR}. \]  

where \( |a_0 \rangle \) and \( |b_0 \rangle \) are the ground-state solutions for EVB complex \( A \) and EVB complex \( B \), respectively.

After self-consistent solutions have been found, the Hellmann–Feynman theorem can then be used to calculate the forces. This result can be shown using the following arguments: It is obvious that the Hellmann–Feynman theorem holds if the total energy simultaneously reaches a mini-
maximum with respect to all coefficients $c_{Ai}$ and $c_{Bi}$. The EVB vector $c_{Ai}$ is obtained by optimizing $H_A$, as described in Eq. (3), and $c_{Bi}$ is obtained by optimizing $H_B$, as shown in Eq. (11). If EVB vector $c_{Ai}$ is perturbed while satisfying orthonormal constraints, the summation of the first, third, and fourth terms in Eq. (13) will necessarily increase. If EVB vector $c_{Bi}$ is perturbed, then the summation of the second, third, and fifth terms of Eq. (13) has to go up. Thus, we can safely say that the coefficients $c_{Ai}$ and $c_{Bi}$ minimize the total energy $E_{\text{total}}$ simultaneously, and the Hellmann–Feynman theorem therefore holds.

The above discussion can be extended to treat systems with more than two EVB complexes. However, the above arguments run into difficulty if one of the water molecules belongs to more than one EVB complex at the same time. In the following discussion, we will call this water in the overlapping region of different EVB complexes. The EVB states that utilize this water molecule to form a hydronium will be called overlapping states. Although it is possible to treat overlapping regions explicitly in SCI-MS-EVB, it is worth noting that a water molecule that belongs to two EVB complexes simultaneously will be doubly protonated with the probability $c_{Ai}^2 c_{Bi}^2$. A state with large values for both $c_{Ai}$ and $c_{Bi}$ will be quite high in energy and should not significantly contribute to the ground EVB state. Thus, to a good approximation, we can simply suppress contributions from overlapping states by only assigning the water to the EVB complex that gives it the largest hydronium character. There are multiple ways to accomplish this; we adopt here the procedure described in the following paragraph.

As shown in Fig. 2, in the SCI-MS-EVB method the first iteration is carried out keeping all the states of each EVB complex. In the case of overlap, the relative weights of hydronium character, as defined by the squares of the corresponding EVB coefficients of the overlapping states, are compared. The water molecule is then assigned to the EVB complex that has the largest weight on this water molecule among all the overlapping EVB complexes, whereas the rest of the overlapping states are removed. Subsequent iterations are then carried out using the resulting overlap-free EVB basis states until the EVB energies and EVB vectors for each EVB complex no longer change. At this point, the EVB vectors converge to the self-consistent solution. In this study, we have used a convergence tolerance where the maximum relative change in the EVB energies as defined in Eqs. (3) and (11) of all the EVB complexes between two iterations is within $10^{-6}$. Test calculations indicate that EVB vectors have also properly converged when this criterion is used.

In practice, the number of iterations required for convergence depends on the excess proton concentration. For a system as concentrated as 5 M HCl, around five iterations were usually needed for the energies to converge to a relative error of $10^{-6}$. For lower concentration systems such as 1 to 2 M HCl, an average of three iterations was observed. The scheme is found to be very stable, since the interactions between hydronium molecules are always repulsive at any physically meaningful geometry.

It should also be noted that force evaluations are not needed during the iterative procedure. The system force and total energy only need to be evaluated once after the converged EVB vectors have been obtained.

The computational cost for an $N$ proton system using the SCI-MS-EVB method scales linearly with respect to the number of excess protons. The parallelization of this method over multiple CPUs can also be implemented efficiently since the solution of the EVB energy and vector of each EVB complex in each iteration is carried out independently. The only communication needed in a parallel calculation is the EVB vectors of the previous iteration. This method has been implemented in the code that has been developed in our group and parallelized over the number of protons. Figures 3 and 4 show the scaling of the method with respect to the number of protons in the system and the number of CPUs used during the simulation, respectively. Linear scaling in both cases is observed.

B. Definition of center of excess charge

In MS-EVB simulations, the position of the center of excess charge (CEC) is usually used as a convenient (continuous) coordinate to track the motion of the protonic defect. In this current study, each EVB complex has its own CEC defined following the definition given in Ref. 33 i.e.,
The older version, with the force cusp, as MS-EVB2a. In subsequent discussions we will refer to the modified model as MS-EVB2b and the same as in the MS-EVB2 model. In subsequent discussions we will refer to the modified model as MS-EVB2b and the same as in the MS-EVB2 model.

The SCI-MS-EVB implementation we have therefore decided the cusp in force does not cause a significant unphysical behavior. Because of the way this coordinate is defined, when the central proton is away from the OO axis a small cusp in force can be observed when the proton is moved across the OO bisector. Test calculations indicate that the cusp in force does not cause a significant unphysical behavior, but all forces should in principle be continuous. In the SCI-MS-EVB implementation we have therefore decided to remove the cusp in force by defining $R_{\text{OH}}$ in Eq. (15) as the distance between the central proton and the center of the OO bond, as done in Ref. 42. All other parameters remain the same as in the MS-EVB2 model. In subsequent discussions we will refer to the modified model as MS-EVB2b and the older version, with the force cusp, as MS-EVB2a.

### III. Simulations

Test simulations were carried out for a 0.44 M HCl solution at 298 K using the MS-EVB2b model. The concentration was obtained in two different ways: (1) by putting one HCl in a cubic periodic box with 128 water molecules and (2) by putting two HCl in a cubic periodic box containing 256 water molecules. The experimental density for HCl of 1.006 g/cm$^3$ was used to determine the box sizes, and the Ewald sum was employed in both cases for the long ranged electrostatics. The Cl$^-$ anion was modeled as a negative point charge plus a short-range LJ interaction with parameters $\sigma = 4.400$ Å and $\varepsilon = 0.1000$ kcal/mol. Lorentz–Berthelot mixing rules were used to derive the LJ parameters between different atom pairs. In order to prevent the possible divergence between positive point charges on protons and water hydrogen atoms with the Cl$^-$ anion (coming from the singularity of $1/r$ Coulombic interaction at extremely short separations), a very short-range LJ potential was added between the Cl$^-$ anions and protons, as well as all the hydrogen atoms in the water molecules. The parameters for this interaction were chosen to make sure that the LJ potential between Cl$^-$ and the positive charge centers never exceeds 0.1% of all other LJ interactions for all distances above 1 Å. These parameters were $\sigma = 1.0$ Å and $\varepsilon = 0.0001$ kcal/mol. The mass of the most abundant isotope was used for all species.

Both simulation systems were initially equilibrated for 500 ps at constant NVT conditions using a Nosé–Hoover thermostat with a relaxation time of 0.5 ps. The systems were then propagated at constant NVT for another 100 ps, with configurations saved every 10 ps. A constant NVE simulation was then carried out using each of the saved configurations as initial conditions, with the kinetic energy of each simulation adjusted to ensure that the average temperature of the constant NVE simulation was 298 K. After a short NVE pre-equilibrium run of 10 ps, the final statistics were accumulated for 6 ns from trajectories for the single HCl system and 3 ns from trajectories for the two HCl system.

### IV. Results and Discussion

Using the Einstein relation, the diffusion constant of the CEC (excess proton) and water molecules was estimated to be $3.2 \pm 0.1 \times 10^{-5}$ and $3.17 \pm 0.03 \times 10^{-5}$ cm$^2$/ps, respectively, when the 256 water simulation box containing two dissociated HCl molecules was employed. The water diffusion constant is in good agreement with the value of $3.1 \pm 0.2 \times 10^{-5}$ cm$^2$/ps obtained by Day et al. using the MS-EVB2a model. The CEC diffusion constant is on the lower side but within the error bar of the $4.0 \pm 0.9 \times 10^{-5}$ cm$^2$/ps diffusion constant reported by Day et al. This slightly lower excess proton diffusion constant may be due to the new definition of the asymmetric stretch coordinate.

When a 128 water simulation box with a single HCl was used, the CEC diffusion constant was estimated to be $3.2 \pm 0.1 \times 10^{-5}$ cm$^2$/ps, which is identical to that estimated using the larger simulation box to within the error bars. The water diffusion constant was estimated to be $2.97 \pm 0.03 \times 10^{-5}$ cm$^2$/ps when the smaller box is employed. Although a simulation box of this size (15.697 Å × 15.697 Å × 15.697 Å) has been proven to be large enough to remove finite-size effects for simulations containing one excess proton, presumably the addition of an extra Cl$^-$ has increased these effects, thus having a negative influence on water mobility. This interpretation was verified by a separate 2-ns constant NVE simulation on a 128 water one proton system without the Cl$^-$ counterion. The box size was adjusted to
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reflect the density of pure water.) In this case, a water diffusion constant of $3.16 \pm 0.03 \times 10^{-5}$ cm$^2$/ps was obtained.

Although the calculated proton diffusion constant is not as large as the experimental value of $9.3 \times 10^{-5}$ cm$^2$/ps,\(^{47}\) it should be noted that quantum effects have been calculated to increase the proton diffusion by about a factor of two.\(^{26}\) It also seems likely that the MS-EVB potential function could benefit from an overall reparametrization, including the underlying water model used in the potential. These changes in parametrization, however, are not likely to affect the basic mechanistic features of the excess proton diffusion, as described by the MS-EVB model.\(^{21}\)

In order to determine the relative population of Eigen ($\text{H}_2\text{O}^+_2$) versus Zundel ($\text{H}_3\text{O}^+$) species, the relative population of the largest and second largest MS-EVB amplitudes is reported in Fig. 5. It is seen that at 0.44 M concentration the relative population of Eigen versus Zundel can be obtained reliably by including either one or two excess protons in the periodic box. The agreement between Fig. 5 and previous studies using the MS-EVB2a model is also very good.\(^{33}\)

Determination of site-site radial distribution functions (RDFs) is usually done in MD simulations, since RDFs give important information about liquid state structure and can be compared to experimental measurements. Unfortunately, experimental determination of RDFs for a strong electrolyte solution such as HCl has been a difficult task,\(^{48}\) and the accurate determination of the RDFs between atomic sites has become available only recently due to advances in neutron-diffraction and numerical techniques.\(^{49-51}\)

For the experimental RDFs of HCl solutions, we refer the reader to a recent publication by Botti et al.,\(^{52}\) in which the experimental composite partial structure factors (CPSFs) are combined with simulation data using the empirical potential structure refinement (EPSR) methodology to obtain a full set of RDFs at high HCl concentrations (6 M).\(^{52}\) In the EPSR procedure, simulations using the simple point-charge/extended (SPC/E) water model are carried out, but the force field is iteratively refined to reproduce experimental measurements. However, in their modeling the excess proton will only participate in a $\text{H}_3\text{O}^+$ hydronium state. No Zundel-type $\text{H}_2\text{O}^+_2$ protonation state was allowed.

Figure 6 reports the RDF between hydronium hydrogen (HH) and the oxygen atom in water (OW). In order to be consistent with the hydronium model used in the approach of Botti et al., all three H atoms associated with the EVB state having the largest amplitude are classified as HH. (This is true for all subsequent figures.) Figure 6 is very similar to the corresponding figure in their experimental study. Both figures show the first peak of the RDF, which corresponds to the hydrogen-bonded OW, to be around 1.5 Å. Also, a large depression at 2.2 Å is observed; however, the depression predicted by the MS-EVB2b model appears too wide and deep and the second peak of the RDF curve is pushed somewhat further away compared to the experimental curve. This may be due to an overestimation in the parametrization of the repulsive interactions between the hydronium oxygen and the water oxygen and hydrogen atoms in the MS-EVB2 model. Another possible explanation is due to the restriction of the model used in the EPSR fitting, which only allows for pure hydronium configurations. It should also be noted, however, that the experiments are carried out at more than ten times the HCl concentrations of our simulations. Integration of the RDF indicates that the HCl is fully dissociated since one hydrogen bond is formed for each HH atom.

Figure 7 shows the RDF curve between the oxygen atom in the hydronium (OH) and OW, alongside with the RDF
between OH and hydrogen atoms in bulk water (HW). The simulation shows the absence of a OH–HW RDF peak at around 2 Å, corresponding to the absence of hydrogen bonding with OH. Immediately after the first peak in the OH–HW RDF around 3.1 Å the onset of a shoulder in the OH–OW RDF is observed. These features agree very well with the experimental measurements after taking into account the large difference in concentrations. It can be seen in this figure as well that the second peak in the OH–OW RDF is slightly pushed away from the origin and the depression in the RDF curve at 2.8 Å is too deep compared with the experimental measurements at the higher HCl concentration.

Figure 8 shows the RDF between Cl− and OW and HW. When comparing with the experimental curves the first two peaks of the Cl−–HW RDF are significantly higher and so is the first peak of the Cl−–OW RDF. This is expected since our simulation concentration, which corresponds to one proton per 128 water molecules, is much lower than the experimental concentration,52 which corresponds to about one proton per 9 water molecules. Thus HCl is fully dissociated and Cl− is better solvated in our simulations.

From the RDF curves reported in Figs. 6–8, it can be seen that there exists a reasonable agreement between the MS-EVB2b simulation results and the experimental measurements, especially considering the large differences in concentrations. The repulsive component between OH and OW and OH and HW may be slightly too strong in the MS-EVB2b model and this will be addressed in a later version of the force field. All of the RDF curves in this study were obtained using both the one HCl and two HCl systems. In Figs. 6–8, good agreement between these two systems was also observed. It therefore seems apparent that there is little correlation between the excess protons up to 0.44 M HCl concentration.

Figure 9 shows the RDFs between Cl− and the CEC and Cl− and OH. A common feature of these curves is the existence of two peaks corresponding to the contact ion-pair (CIP) configuration and solvent separated ion-pair (SSIP) configurations.44,53–55 However, the RDFs obtained using the one HCl and two HCl systems are rather different. Although in each case the location of the two peaks is the same for both the one HCl and two HCl systems, the RDFs obtained using the two-proton system have significantly larger peak heights. This difference reveals a deficiency of the 128 water plus single HCl system. In a 0.44 M simulation with one proton plus one Cl− in 128 water molecules, the Cl− can never have more than one excess proton in either its CIP region or its SSIP region. Thus, the addition of a second HCl, as was done for the 256 water 0.44 M system, significantly changes the height of the peaks in the RDF curves.

The Cl−–OH RDF is integrated in Fig. 10 to calculate the average number of hydroniums in each region. It is found that 0.067 hydronium is in the CIP region when the curve obtained using the single HCl plus 128 water simulation is integrated, but 0.086 hydronium is in the CIP region (0–3.6 Å) when the curve obtained using the two HCl plus 256 water simulation is integrated. Thus, at 0.44 M, around 1% of the Cl− anions have two hydroniums in its CIP region. This also indicates, at this concentration, that Cl− is 6.5 times more likely to have a single hydronium in its CIP region than having two hydroniums in this region. When the same analysis is carried out for the SSIP region (3.6–6.0 Å), it is found that an average 0.30 hydronium is present in the SSIP region for the 0.44 M case of one proton per simulation box (with 128 waters), whereas 0.38 hydronium is found when allowing two protons in the box (with 256 waters). Thus, about 4% of the Cl− have two protons in their SSIP region at this concentration.

### Figures

**Figure 8.** RDF between Cl− and hydrogen and oxygen atoms in the water molecules. 128-1 indicates the 128 water with 1 HCl system, while 256-2 indicates the 256 water with 2 HCl system.

**Figure 9.** RDF between Cl− and the OH and the RDF between the Cl− and the CEC. 128-1 indicates the 128 water with 1 HCl system, while 256-2 indicates the 256 water with 2 HCl system.

**Figure 10.** Average number of hydronium oxygen atoms within a distance r from Cl−. 128-1 indicates the 128 water with 1 HCl system, 256-2 indicates the 256 water with 2 HCl system.
concentration, and there is an ~7.5 ratio between one proton in the SSIP region and two protons in the SSIP region.

Some caution is in order concerning the above discussion, however, since we have yet to simulate the 0.44 M HCl solution with three or more excess protons (though this is currently in progress). However, the effect due to inclusion of more protons is not expected to be large, since the ratio of having two protons versus one proton in the CIP and SSIP regions is already quite small.

The above findings would also indicate that the first and second peaks for the Cl⁻–OW, Cl⁻–HW, OH–OW, and OH–HW RDFs should also see a small decrease in peak height upon increasing the number of HCl pairs per simulation box. This is indeed observed by carefully examining the peak heights in Figs. 7 and 8. The first two peaks obtained using the two HCl per simulation box are slightly lower in all cases.

Another interesting finding is although the peaks for the SSIP configuration for the Cl⁻–CEC RDF and the Cl⁻–OH RDF are almost on top of each other, the peaks for the CIP configuration are not, with the CIP peak for the CEC being shifted farther away from Cl⁻. Actually, at the location where the OH is most abundant, there is hardly any population corresponding to the CEC. The location of the CEC will be the same as that of OH for Eigen cation configurations, whereas it will shift toward the center of the two O atoms in Zundel configurations and along the bisector of the two OH–HH bonds in H₂O₅⁻ type configurations. The outward shift of the CEC CIP peak indicates a dominance of a more Zundel-type or possibly a H₂O₅⁻ configuration. This is not surprising since a Cl⁻, being a poor base, is not as good at solvating an excess proton as a water molecule. Once the hydronium is in close contact with the Cl⁻ as in the CIP configuration, one or more of the water molecules at the other side of the hydronium must contribute more in stabilizing the proton, giving a ground state in which more Zundel-type or H₂O₅⁻ character results. This is consistent with experimental findings where it is claimed that H₂O₅⁻ is the dominant species at very high HCl concentrations.³⁶

In order to validate the above assessment, the distribution of the first and second largest EVB coefficients for both the one HCl 128 water system and a reference system with only one excess proton and 128 water molecules is plotted in Fig. 11. Consistent with our argument, we do observe a decrease in Eigen configurations in the system with the Cl⁻ present. This is manifested by a lowering in the peak height and heightening of the plateau. This finding also casts some doubt on the experimental Cl⁻–OH curve reported in Ref. 52, since only H₂O⁺ configurations were included in their model.

It should be possible to calculate Cl⁻–Cl⁺, OH–OH, and CEC-CEC RDFs based on the trajectory saved from the 256 water plus two HCl simulation. However, the finite-size effect of a limited number of HCl pairs in the same simulation cell is more severe for these RDFs. Simulations including more HCl per simulation box will therefore be required to get statistically reliable curves. Because of this, we have opted not to report this data. Such simulations are in progress and will be reported in subsequent publications.

V. CONCLUDING REMARKS

In this paper the SCI-MS-EVB method has been presented that enables the treatment of multiple excess protons in aqueous systems. This approach represents a significant and nontrivial generalization of the MS-EVB model. The SCI-MS-EVB method also allows one to treat a multiproton problem with computational cost scaling linearly with respect to the number of excess protons and in a fashion that is highly parallelizable.

In comparing with experimental data, the present simulations indicate that the SCI-MS-EVB method can be used to calculate structural and dynamical properties for multiproton systems with good accuracy. Whereas the calculation of some properties can be done with a single excess proton approach for the concentration studied (0.44 M), the ability to simulate multiple protons in the same box is important for properties such as the Cl⁻–OH and OH–OH RDFs. The probability of finding more than one hydronium in the CIP and SSIP regions of the Cl⁻ was also found to be non-negligible. Zundel cation or possibly H₂O₅⁻ type cation solvation states are found to be especially important for stabilizing the excess proton in the CIP region of a Cl⁻ anion. Further simulations will be required to study the solvation structures of concentrated acid as a function of pH. The SCI-MS-EVB method will also enable us to study important biological systems in which multiproton interactions may play a key role.
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